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Abstract

Phase retrieval from intensity-only measurements plays

a central role in many real-world imaging tasks. In re-

cent years, deep neural networks based methods emerge

and show promising performance for phase retrieval. How-

ever, their interpretability and generalization still remain

a major challenge. In this paper, we propose to combine

the advantages of both model-based alternative projection

method and deep neural network for phase retrieval, so as

to achieve network interpretability and inference effective-

ness simultaneously. Specifically, we unfold the iterative

process of the alternative projection phase retrieval into a

feed-forward neural network, whose layers mimic the pro-

cessing flow. The physical model of the imaging process is

then naturally embedded into the neural network structure.

Moreover, a complex-valued U-Net is proposed for defin-

ing image priori for forward and backward projection in

dual planes. Finally, we designate physics-based formula-

tion as an untrained deep neural network, whose weights

are enforced to fit to the given intensity measurements. In

summary, our scheme for phase retrieval is effective, in-

terpretable, physics-based and unsupervised. Experimental

results demonstrate that our method achieves superior per-

formance compared with the state-of-the-arts in a practical

phase retrieval application—lensless microscopy imaging.

1. Introduction

Optical detectors in practical imaging systems, such as

CCD and CMOS, can measure only the magnitude (bright-

ness or intensity) of an electromagnetic wave. Phase re-

trieval (PR), also referred to as phase imaging, is to recover
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the lost phase information at the detection process from

intensity-only measurements. It plays a crucial role in many

applications in science and engineering, including compu-

tational microscopy [8, 27, 10], quantitative phase imag-

ing [11], X-ray crystallography [16], computer-generated

holography [20, 3] and many more.

Since the optical phase cannot be directly measured by

an electronic detector, algorithmic phase retrieval comes

into play. Over the years, many approaches have been sug-

gested for solving the phase retrieval problem [22]. The

most popular kind of phase retrieval methods are based on

alternative projection, which was originated by Gerchberg

and Saxton [6] and extended by Fienup [4, 5]. The alterna-

tive projection algorithm aims to recover a complex image

from magnitude measurements at two different planes—the

sample object plane and the camera sensor plane. It starts

from a random initial estimate and proceeds by iteratively

applying dual-plane projections: at each iteration, the cur-

rent estimate is projected to the image plane so that the mag-

nitude of its frequency spectrum matches the observations;

the signal is then projected to the object plane to conform to

some priori knowledge about its structure.

An alternative class of approaches are to develop al-

gorithms of phase retrieval by using the tools of modern

optimization theory. Phase retrieval is a NP-hard prob-

lem. From the perspective of combinatorial optimization,

semidefinite programming (SDP) is a powerful tool to solve

this problem. Candes et al. [2] formulate phase retrieval as

a matrix completion problem, which is addressed by com-

bining multiple structured illuminations together with ideas

from convex programming. Waldspurger et al. [25] cast the

phase retrieval problem as a non-convex quadratic program

over a complex phase vector, and formulate a tractable re-

laxation similar to the classical MaxCut semidefinite pro-

gram. However, the computational complexity of SDP

based algorithms increases sharply with the signal dimen-
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Figure 1. Schematic diagram of the imaging process. (a) The set-up of lensless microscopy imaging. (b) The structure diagram of the

proposed neural network. (c) The architecture of the 2D complex-valued U-Net. The blue block represents the real part of the signal, and

the red block represents the imaginary part of the signal.

sionality. Moreover, it requires a very large amount of

memory for computation. Therefore, in practical applica-

tions, algorithms along this line are usually applied to one-

dimensional signals.

In recent years, deep learning approaches for phase re-

trieval are becoming increasingly popular. The pioneer

method to apply deep learning for phase retrieval was pro-

posed by Rivenson et al. [21], which performs phase re-

trieval in an end-to-end fashion. In [14], Metzler et al.

propose to leverage the regularization-by-denoising frame-

work and a convolutional neural network based denoiser for

phase retrieval. Hyder et al. [9] propose to learn a reference

signal by using a small number of training images, which

is further used to assist solving the Fourier phase retrieval

problem by an unrolled network from gradient descent. The

above methods all work in a supervised manner, in which

the deep neural networks are trained by minimizing a loss

function between the ground-truth and the observed mea-

surements. However, in many imaging scenarios, it is dif-

ficult or even impossible to obtain sufficient numbers of

ground-truth images for training. Moreover, these methods

do not consider the imaging physics, making the networks

required to learn both the physical measurement formation

and the phase reconstruction process. This would cause dif-

ficulty in network training.

The emergence of deep image prior [24] yields new in-

sights to develop unsupervised deep phase retrieval method.

The deep phase decoder algorithm proposed in [1] recon-

structs phase via minimizing the Euclidean distance be-

tween the measured intensity images and the hypothetical

ones generated by deep decoder network, inspired by the

idea of employing untrained generative DNNs as prior mod-

els for images. Similarly, Wang et al. [26] propose to re-

cover phase with an untrained neural network, whose pa-

rameters are derived by minimizing the loss between the

measured intensity and the image projected from the net-

work output to the input plane through the imaging model.

In these two methods, the network structures are directly

borrowed from some popular ones, e.g., deep decoder in [1]

and U-Net in [26]. Both methods claim that the imaging

model is incorporated, which however only works through

the loss function but does not affect the network design.

Despite deep learning based methods have shown

promising performance for the phase retrieval problem,

their interpretability and generalization remain a major

challenge, which is still needed for further investigation. In

this paper, we propose an effective, interpretable, unsuper-

vised, physics-based, complex-valued deep neural network

for phase retrieval. Our method enjoys the following merits:

• Our network design is inspired by the well-known al-

ternative projection phase retrieval algorithm. We un-

fold the iterative process of the alternative projection
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Figure 2. The principle of alternative projection method. The sig-

nal is projected back and forth between the object plane and the

image plane. Before each projection, the signal will be updated

according to the prior information in the domain to continuously

approximate the ground truth.

method into a feed-forward neural network, whose lay-

ers mimic the processing flow. This makes our network

interpretable and easily understood.

• The physical model of the imaging process is embed-

ded into both the neural network structure and the loss

function. The latter makes the network training with-

out any labeled data. Compared with [26], our dual

physics embedding strategy let network inference eas-

ier, and thus requires fewer amount of network param-

eters.

• A complex-valued U-Net is proposed for implicitly

defining image priori in object and image plane up-

date, without requiring additional hardware equipment

or multiple measurements as done in original GS algo-

rithm and its variants [6, 29, 18, 7].

• To the best of our knowledge, the proposed method

is the first one in the literature that leverages the

complex-valued neural network and dual physics em-

bedding strategy to address phase retrieval problem.

Our method achieves superior performance compared

with the state-of-the-arts in a practical phase retrieval

application—lensless microscopy imaging.

2. Preliminaries

In this section, we will first introduce the imaging

physics for lensless microscopy imaging, and then revisit

the classical phase retrieval (PR) by alternative projections,

which inspires our deep unfolded neural network for phase

retrieval.

2.1. Imaging Physics for Lensless Microscopy

The system of lensless microscopy imaging is shown in

Fig. 1 (a). Define U(x, y; 0) ∈ C
n as the biological sam-

ple illuminated by a quasi-monochromatic wave. The light

field at a distance of d from the biological sample can be

represented as

U(x, y; d) = F−1
(

F(U(x, y; 0))⊙G(fx, fy)
)

= H(U(x, y; 0))
(1)

where F represents the discrete Fourier transform and F−1

represents its inverse transform; ⊙ represents the product

of the corresponding elements of the matrix; (fx, fy) is the

frequency domain coordinates. G(fx, fy) is the transmis-

sion matrix defined by the angular spectrum representation:

G(fx, fy) = exp

[

ikd

√

1− (λfx)
2 − (λfy)

2

]

(2)

where i is the imaginary unit; d is the distance between the

sample and the camera; λ is the wavelength of light; k is the

wave number.

What the camera receives is the intensity information,

and the propagation equation between light fields is estab-

lished on the amplitude, so the image captured by the cam-

era can be expressed as

Y (x, y; d) = |U(x, y; d)|2 = |H(U(x, y; 0)) |2 (3)

where Y (x, y; d) ∈ R is the intensity measurement. The

reconstructed light field can be estimated by solving the fol-

lowing optimization problem

Û(x, y, 0) = argmin
U(x,y;0)

‖Y (x, y; d)− |H(U(x, y; 0))|2‖22

(4)

After deriving the complex-valued Û(x, y; 0), the phase im-

age is determined as its argument.

2.2. Classical Alternative Projection Method for PR

In the literature, the most famous method for PR is the al-

ternative projection algorithm, which was proposed by Ger-

chberg and Saxton [6], later generalized by Fienup [4, 5].

In the following, we briefly introduce the process of alter-

native projection method. As illustrated in Fig. 2, it starts

with a random initial estimate U (0)(x, y, 0) and then per-

forms the following steps iteratively. For instance, in the

k-th iteration:

• Forward Projection. Project the signal to the image

plane using angular spectrum representation:

U (k)(x, y; d) = H(U (k−1)(x, y; 0)) (5)

• Image Plane Update. It is generally considered that

the intensity recorded by the image sensor is the true

intensity of the light field of the image plane. There-

fore, the captured intensity Y (x, y; d) is used to re-

place the amplitude of Uk(x, y; d) that is projected
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onto the image plane:

I(k)(x, y; d) =
√

Y (x, y; d)·exp[i·angle(U (k)(x, y; d))]
(6)

where angle(·) represents the operation of calculating

the phase.

• Backward Projection. After the signal on the image

plane is updated, it becomes closer to the true value of

the light field actually transmitted to the image sensor.

Then, the updated signal is projected onto the object

plane:

O(k)(x, y; 0) = H−1(I(k)(x, y; d)) (7)

where H−1(·) represents the inverse transform of H(·),
which is conducted by setting d = −d in (2) since the

propagation of light is reversible.

• Object Plane Update. Finally, we update the sig-

nal on object plane by using some priori knowledge,

which can make it further closer to the ground truth.

There have various strategies of obtaining the object

plane priori been proposed in the literature. This is

the main difference among various iteration projection

methods. For instance, the Gerchberg-Saxton (GS) al-

gorithm [6] requires to know the amplitude of the ob-

ject plane, which is captured by an additional micro-

scope; Fourier ptychographic microscopy (FPM) pro-

posed by Zheng et al. [29] uses LED arrays to obtain

multi-angle images as the spectrum prior; another pop-

ular approach for object prior is to employ multiple

observation planes with various defocused distances

[18, 7], which is referred to as multi-distance phase

retrieval (MDPR). Here we take the GS algorithm as

an example, in which the object plane update is for-

mulated as

U (k+1)(x, y; 0) = P (x, y; 0)·exp[i·angle(O(k)(x, y; 0))]
(8)

where P (x, y; 0) represents the captured object plane

amplitude by another microscope.

The above process is iteratively performed until the stop

condition is arrived. Finally, we can obtain the recovered

complex signal U(x, y; 0), which includes both amplitude

and phase information.

From the above description, it can be found that the step

of object plane update plays a crucial role in alternative pro-

jection based phase retrieval, while in which the core is the

definition of object plane priori. Although the alternative

projection based PR algorithm works well in practical ap-

plications, which requires additional hardware equipment

to obtain reliable constraints, such as another microscope

or LED arrays in [6, 29].

3. Proposed Method

In this work, we attempt to unfold the iterative process

into a feed-forward neural network, whose layers mimic

the processing flow of the alternative projection based PR

method, while without introducing additional hardware or

multiple measurements. To achieve this goal, three major

problems should be carefully considered: 1) Existing DNN-

based methods solve the PR problems by directly mapping

observed amplitude to desirable phase [21, 14, 9, 13], in

which the physics characterizing the imaging processes is

ignored. 2) The imaging model involves Fourier trans-

form, which produces complex values, making traditional

real-valued deep network not applicable any more. 3) Cur-

rent deep learning based approaches for PR rely on super-

vised learning with a large amount of training examples

[21, 14, 9, 13]. However, for many practical optical imag-

ing scenarios, the ground-truth is unknown and thus it is

impossible to collect pairs of data for end-to-end learning.

As responses to the above challenges, we propose a

complex-weighted deep neural network to unroll iterative

projection for phase retrieval, encapsulating the image prior

and imaging physics into network design. Our approach

works in an unsupervised manner, which reconstructs the

sought phase through fitting the weights of the network to

the captured intensity measurements by incorporating imag-

ing physics into the loss function. Corresponding to the

classical iterative projection for PR, the proposed neural

network is composed of four modules: backward projec-

tion, object plane updated, forward projection, and image

plane updated. And the backward projection and object

plane updated will be performed two times for one itera-

tion. In the following, we will first introduce the imaging

model represented by complex-valued neural networks, and

then elaborate these four modules.

3.1. 2D Complex­valued U­Net

In the proposed method, we aim to combine the advan-

tages of both model-based alternative projection method

and deep neural network so as to achieve network inter-

pretability and inference effectiveness simultaneously. In

the iterative projection method, imaging physics knowledge

is explicitly built into the projection constraints. However,

as stated in Section 2, there are complex operations in-

volved, making the commonly used real-valued neural net-

work inapplicable. We propose to use complex-valued neu-

ral network [23] for our purpose, and extend the well-known

real-valued U-Net to a complex-valued version for 2D im-

ages.

As illustrated in Fig. 1 (c), the complex-valued U-Net

(CVU-Net) shares the same structure as the real-valued U-

Net, which consists of four main components: convolution

blocks (3× 3 complex convolution, complex batch normal-

ization, complex leaky ReLU), max pooling blocks (2× 2),
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Figure 3. Ablation study. (a) show the diffraction image captured by image sensor. (b) is the ground truth. The first line shows the amplitude

result, the second line shows the phase result.

up-convolution blocks (up-sampling, 3× 3 complex convo-

lution, complex batch normalization, complex leaky ReLU)

and skip connection blocks.

In the following, we define these complex-valued build-

ing blocks. Given a complex-valued convolutional filter

F = Fr + iFi, where Fr and Fi are two real-valued matri-

ces, the complex convolution operation on a complex input

h and F can be done by

F ∗ h = (Fr + iFi) ∗ (hr + ihi)

= (Fr ∗ hr − Fi ∗ hi) + i(Fr ∗ hi + Fi ∗ hr)
(9)

The complex convolutions can be conducted by two differ-

ent real-valued convolution operations with shared weights

[23]. In real-valued neural network, ReLU is widely used.

However, for a complex signal, the case usually happens

that its real or imaginary part is negative. Accordingly,

we propose to leverage complex leaky ReLU. Moreover,

for complex-valued activation function, it has been demon-

strated that the separation of real and imaginary parts would

bring benefits for some tasks, such as classification [23].

Therefore, in our scheme, the complex leaky ReLU is im-

plemented as

CLeReLU(z) = LeReLU(zr) + iLeReLU(zi) (10)

where z = zr+izi represents the input signal to the activa-

tion layer; LeReLU(·) is the leaky ReLU operator. For the

complex-valued batch normalization, similar to the com-

plex activation function, we perform real-valued batch nor-

malization on the real and imaginary parts respectively.

3.2. Deep Unfolded Neural Network

In the following, we introduce in detail the proposed

method, which unfolds the inference process of the alter-

native projection method into a layer-wise structure anal-

ogous to a neural network. The resulting formula com-

bines the representation ability of deep network with the

internal structure of the model-based approach, allowing

inference to be performed in a fixed number of four-layer

units that can be optimized for best performance. Specifi-

cally, our alternative projection network starts from the im-

age plane, setting I(0)(x, y; d) =
√

Y (x, y; d), several six-

layers units are progressively performed. In the k-th unit, it

contains the following six layers:

• Backward Projection Layer. The input signal of this

layer is the estimate I(k−1)(x, y; d) of the image plane

in last unit. In this layer, we use the angular spectrum

representation to project it onto the object plane. The

output signal can be obtained by:

O(k)
r (x, y; 0) = Re(H(I(k−1)(x, y; d)))

O
(k)
i (x, y; 0) = Im(H(I(k−1)(x, y; d)))

(11)

where Re(·) represents to get the real part of

a complex-valued signal; Im(·) represents to get

the imaginary part of a complex-valued signal.

O
(k)
r (x, y; 0) and O

(k)
i (x, y; 0) are the real and imagi-

nary parts of O(k)(x, y; 0).

It is worth noting that the signal of this layer is the real

physics-based process of imaging, so there is no con-

volution operations involved. But it still participates in

back propagation to update the network parameters of

other layers.

• Object Plane Update Layer. The purpose of this layer

is to update the estimate of U(x, y; 0) according to the
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estimate O(k)(x, y; 0) calculated at the backward pro-

jection layer. This is actually a signal restoration prob-

lem. Instead of explicitly defining the prior using addi-

tional hardware [6, 29], multiple-plane measurements

[8] or hand-crafted heuristics [15, 19], we do it implic-

itly in a learning-based fashion through the developed

CVU-Net in Section 3.1:

U (k)(x, y; 0) = CVUNet
(

O(k)(x, y; 0),θ
)

(12)

where θ is the network parameters. It means that the

network itself acts as a priori model.

• Forward Projection Layer. The input signal of this

layer is the updated estimate U (k)(x, y; 0) in the ob-

ject plane, which is further projected back to the im-

age plane using angular spectrum representation. The

output of this layer is defined as:

U (k)
r (x, y; d) = Re(H(U (k)(x, y; 0)))

U
(k)
i (x, y; d) = Im(H(U (k)(x, y; 0)))

(13)

Similar to the backward projection layer, this layer

does not perform any convolution operations, but just

participates in calculating the gradient in back propa-

gation.

• Image Plane Update Layer. The input of this layer

the updated estimate U (k)(x, y; d). Similar to the ob-

ject plane update layer, the update process of this layer

can be formulated as a signal recovery problem, which

is addressed by the proposed CVU-Net:

I(k)(x, y; d) = CVUNet
(

U (k)(x, y; d),φ
)

(14)

where φ is the network parameters. And the last two

layers are the same as the first two layers, the overall

framework of the network is shown in the Fig. 1 (b).

Loss function: To train the proposed deep unfolded

complex-valued neural network, we no longer take the com-

monly used end-to-end training manner to directly map

given intensity measurements to phase, considering the dif-

ficulty of collecting dense training data in lensless mi-

croscopy imaging. Instead, we propose to specify physics-

based formulation as an untrained deep neural network,

whose weights are enforced to fit to the given intensity mea-

surements. Specifically, we propagate the network output

back to the object plane through the angular spectrum rep-

resentation, and use the difference of its intensity values to

form the loss function. We define the loss function as:

W ∗ = argmin
W

∥

∥|H−1(NW (Y ))| − Y
∥

∥

2
(15)

where NW (·) represents our proposed network and W =
{θ,φ} are the network parameters. Since the ground-truth

phase is not involved in the loss function, our method works

in an unsupervised learning manner.

3.3. Implementation Details

The neural network is implemented based on the Py-

torch version 1.7.0 platform using python 3.8. We adopt

the Adam optimizer [12] with a learning rate of 0.01 to op-

timize the weights in the networks. And added uniformly

distributed noise between 0 and 0.03 to the fixed input I in

every optimization step to achieve better convergence. In

our network, the image size is set as 1024 and the image

sensor size is set as 1.34 µm. The number of iterations

is 200. The computer we use is with a CPU E5-2620 V4,

64GB of RAM, and NVIDIA GTX 1080TI.

4. Experiments

In this section, we provide experimental results on real

imaging task—lensless microscope imaging—to demon-

strate the effectiveness of our method. In the following,

we first introduce the experimental setup and then compare

the proposed model with state-of-the-art algorithms, finally

provide the ablation analysis.

4.1. Experimental Setup and Datasets

In order to validate the performance of the proposed al-

gorithm, we build a typical lensless microscope as shown

in Fig. 1 (a). In order to increase the numerical aperture

(NA) of the device, the package of the camera is removed to

reduce the distance between the sample and image sensor.

A diverging spherical wave is emitted by a fiber laser and

transformed into parallel light by a collimating lens. The

shaped plane wave illuminates the specimen to produce the

diffraction images with the distance d. The receiving device

is a CMOS sensor (Sony, IMX206, 1.34µm×1.34µm) on a

precision linear stage under the laser wavelength of 532nm.

4.2. Compare with the State­of­the­arts

Since the network proposed in this article is unsuper-

vised, for fair comparison, we include three representative

unsupervised methods for comparison study:

• The GS algorithm with a support constraint [17]. The

GS algorithm is the origin of the phase retrieval algo-

rithm and the iterative projection strategy in this paper

is inspired by this work.

• The compressed sensing based method proposed by

Zhang et al. [28]. Compressed sensing is a useful tool

for solving engineering optimization problems before

the advent of deep learning.

• The deep learning based unsupervised method Phy-

seNet proposed by Wang et al. [26]. Because Phy-

seNet can only handle pure phase samples, for fair

comparison, we replace the U-net used in their frame-

work with a complex U-net. Although our network has
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Figure 4. Visual comparisons on the H&E stained pathological slides of rat intestine. (a), (b) are the ground truth. (c)-(j) is the

comparison result of our method and other methods. The first two lines are the amplitude comparison results, and the last two lines are the

phase comparison results. The second row is an enlarged image of the position of the red box corresponding to the first row, and the fourth

row is an enlarged image of the position of the red box corresponding to the third row. (k) is the diffraction pattern recorded by image

sensor.

Figure 5. Convergence speed comparison.

three complex U-nets, the overall amount of parame-

ters is fewer than that of PhyseNet, since the channel

number of our U-net is only 1/4 of PhyseNet.

The experimental results are shown in the Fig. 4. (k) is

the collected diffraction pattern, and (a), (b) is the ground

truth, which is calculated by collecting an 8×5×5 volume

data. (c) and (d) are the results of the GS algorithm with the

support constraint [17]. (c) is the amplitude result, which

likes a sketch of the ground truth, with a lot of details miss-

ing, while (d) is the phase result. Compared with (b), it

looks like the result of binarization. (e) and (f) are the re-

sults based on the compressive sensing algorithm [28], (e)

is the amplitude result, which has many artifacts. (g) and

(h) are generated by the unsupervised deep learning method

[26]. (g) is the amplitude result, judging from its enlarged

image in the red box, and it looks like a denoised version of

(e) and is much clearer than (e). However, (g) still loses a

lot of details when compare with the phase result (h), which

has a lot of overexposed points. (i) and (j) are the results of

our method, the amplitude result (i) is the best among these

methods. Its resolution is much higher than other methods.

Nevertheless there is still a gap when compared with the

ground truth (a), which is calculated by sampling 8×5×5

volume data. Compared with the ground truth, the phase

result (j) of the propped methods is only slightly darker.

Other comparison results can be found in the supplemen-

tary materials. Similar visual results can be observed for

other samples , as illustrated in Fig. 6.

For the convenience of analysis, we give the convergence

curve of the proposed algorithm and PhysenNet. The num-

ber of iterations is 1000. It can be seen from the Fig. 5

that our algorithm is always better than PhysenNet in the

iteration process.
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Figure 6. Visual comparisons on the H&E stained pathological slides of human esophagus cancer cell.

4.3. Ablation Study

In this section, we conduct ablation studies to analyze

the effectiveness of each component in the proposed frame-

work. Both quantitative and qualitative results on the lens-

less imaging microscopy system are reported for three vari-

ants of our methods where each component is gradually

added: 1) only including the physics-based loss function; 2)

complex-valued network; 3) adding forward imaging model

in the network; 4) unfolding the network into the form of al-

ternative projection.

The experiments are shown in the Fig. 3, (a) is the

diffraction pattern captured by image sensors, (b) is the

ground truth, calculated by collecting an 8×5×5 three-

dimensional volume data. The method of (c) used is the

basic version of our network, with only the physics-based

loss function. The method of (d) used is the complex-valued

version of U-net. From (d), it can be seen that the result of

amplitude reconstruction is a bit like overexposed, there are

some speckles similar to water stains, and the phase is al-

most not retrieved. The algorithm of (e) used is based on

(d). A physics-based forward imaging model is added to

the network. From (e) it can be seen that after adding the

forward imaging model, the reconstructed amplitude part

has been significantly improved. But the phase result still

has a big gap with the true value. The method of (f) used

is based on (e), adding the backward imaging model, and

the corresponding object plane update module and image

plane update module. It can be seen that with the addition of

the backward imaging model, the retrieved phase has been

significantly improved. The amplitude image has also been

improved, but the comparison is not so obvious. From these

comparison results, we can see the advantages of combining

traditional algorithms with deep learning methods.

5. Conclusion

In this paper, we presented an unsupervised complex-

valued deep neural network for phase retrieval, which is

interpretable and physics-based. Specially, a complex-

weighted deep neural network is tailored to unroll iterative

projection for phase retrieval, thus encapsulating the im-

age prior and imaging physics into network design. Our

approach works in an unsupervised manner, which recon-

structs the sought phase through fitting the weights of the

network to the captured intensity measurements by incorpo-

rating imaging physics into the loss function. Experimental

results on lensless microscopy imaging demonstrate the ef-

fectiveness of our method.
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