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Abstract

Temporal Action Localization (TAL) has experienced re-
markable success under the supervised learning paradigm.
However, existing TAL methods are rooted in the closed set
assumption, which cannot handle the inevitable unknown
actions in open-world scenarios. In this paper, we, for the
first time, step toward the Open Set TAL (OSTAL) problem
and propose a general framework OpenTAL based on Ev-
idential Deep Learning (EDL). Specifically, the OpenTAL
consists of uncertainty-aware action classification, action-
ness prediction, and temporal location regression. With
the proposed importance-balanced EDL method, classifi-
cation uncertainty is learned by collecting categorical ev-
idence majorly from important samples. To distinguish the
unknown actions from background video frames, the ac-
tionness is learned by the positive-unlabeled learning. The
classification uncertainty is further calibrated by leverag-
ing the guidance from the temporal localization quality. The
OpenTAL is general to enable existing TAL models for open
set scenarios, and experimental results on THUMOS14 and
ActivityNet1.3 benchmarks show the effectiveness of our
method. The code and pre-trained models are released at
https://www.rit.edu/actionlab/opental.

1. Introduction

Temporal Action Localization (TAL) aims to tempo-
rally localize and recognize human actions in an untrimmed
video. With the success of deep learning in video under-
standing [4,10,15,20,34] and object detection [3,9,49], TAL
has experienced remarkable advance in recent years [12,36,
62, 69]. However, these works are rooted in the closed set
assumption that testing videos are assumed to contain only
the pre-defined action categories, which is impractical in an
open world where unknown human actions are inevitable to
appear. In this paper, we for the first time step forward the
Open Set Temporal Action Localization (OSTAL) problem.

OSTAL aims to not only temporally localize and rec-
ognize the known actions but also reject the localized un-
known actions. As shown in Fig. 1, given an untrimmed

Figure 1. OSTAL and TAL Tasks. The OSTAL task is different
from the TAL in that, there exist unknown actions in untrimmed
open-world videos and the OSTAL models need to reject the pos-
itively localized action (e.g., HammerThrow) as the Unknown,
rather than falsely assign it a known label such as the LongJump.

video (the top row) from open world, traditional TAL (the
middle row) could falsely accept the unknown action clip
HammerThrow as one of the known actions such as the
LongJump, while the proposed OSTAL (the bottom row)
could correctly reject the clip as the Unknown. Besides,
both tasks need to differentiate between foreground actions
and the Backgrounds which are purely background frames.

The proposed OSTAL task is fundamentally more chal-
lenging than both the TAL and the closely relevant open set
recognition (OSR) [51] problems. On one hand, the recog-
nition and localization of known actions become harder due
to the mixture of background frames and the unknown fore-
ground actions. Existing TAL methods typically assign
the mixture with an non-informative Background label or
a wrong action label, which are unable to differentiate be-
tween them. On the other hand, different to the OSR prob-
lem, rejecting an unknown action is conditioned on posi-
tively localizing a foreground action so that the localization
quality is critical to the OSTAL.

To tackle these challenges, we propose a general frame-
work OpenTAL by decoupling the overall OSTAL objective
into three interconnected components: uncertainty-aware
action classification, actionness prediction, and temporal lo-
cation regression. In essence, the foreground actions are
distinguished from the background by the actionness pre-
diction and localized by the temporal localization, while the
known and unknown foreground actions are discriminated
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by the learned evidential uncertainty from the classification
module. To achieve these goals, we propose three novel
technical approaches as follows.

First, action classification is developed to recognize
known actions and quantify the classification uncertainty
by recent evidential deep learning (EDL) [1, 4, 53, 72]. To
enable this module to learn from important samples, we
propose an importance-balanced EDL method by leverag-
ing the magnitude of EDL gradient and evidential features.
Second, actionness prediction is to differentiate between
foreground actions (positives) and background frames (neg-
atives). In the open set setting, due to the mixture of
unknown foreground actions (unlabeled) and background
frames, learning from the labeled known actions and the
mixture intrinsically reduces to a positive-unlabeled (PU)
learning problem [5]. To this end, we propose a PU learning
method by selecting the top negative samples from the mix-
ture as the true negatives. Third, the temporal localization
module is trained to not only localize the known actions but
also calibrate the classification uncertainty. We propose an
IoU-aware uncertainty calibration (IoUC) method by using
the temporal Intersection-over-Union (IoU) as the localiza-
tion quality to calibrate the uncertainty.

Based on the existing TAL datasets THUMOS14 [27]
and ActivityNet1.3 [8], we set up a new benchmark to eval-
uate baselines and the proposed OpenTAL method for the
OSTAL task, where the Open Set Detection Rate is in-
troduced to comprehensively evaluate the OSTAL perfor-
mance. Experimental results show significant superiority of
our method and indicate large room for improvement in this
direction. Our main contribution is threefold:

• To the best of our knowledge, this work is the first at-
tempt on open set temporal action localization (OS-
TAL), which is fundamentally more challenging but
highly valuable in open-world settings.

• We propose a general OpenTAL framework to address
the unique challenges of OSTAL as compared with ex-
isting TAL and OSR problems. It is flexible to enable
existing TAL models for open set scenarios.

• The proposed importance-balanced EDL, PU learn-
ing, and IoUC methods are found effective for OSTAL
tasks based on the OpenTAL framework.

2. Related Work

Temporal Action Localization The goal of Temporal
Action Localization (TAL) is to recognize and temporally
localize all the action instances in an untrimmed video.
Existing TAL methods fall into two dominant paradigms:
one-stage and two-stage approaches. The two-stage ap-
proaches [40,57,61,62,69] generate class-agnostic temporal

proposals [2, 24, 37, 38] at first and then perform the clas-
sification and boundary refinement of each proposal. The
heuristic anchor design and the closed-set definition of the
pre-trained proposal generation limit their applicability to
the open-set problem. One stage methods [7, 36, 40, 65]
do not rely on the action proposal generation and can be
typically trained in an end-to-end manner. These methods
obtain the temporal boundaries first based on frame-level
features and then perform global reasoning by multi-stage
refinement or modeling the temporal transitions. Recently,
AFSD [36] is proposed following the anchor-free design
without actionness and proposals, which is a lightweight
and flexible framework. While a lot of recent methods fo-
cus on improving the proposal generation [2, 24, 37, 38, 71]
or boundary refinement [36], a few focus on boosting the
classification accuracy [55, 73, 75].

The above approaches assume that all of the action in-
stances in untrimmed videos belong to pre-defined cate-
gories, which impedes their application to open-world sce-
narios. Though the open set is considered in [76], their
method is designed for efficient annotation in few-shot
learning tasks. In this paper, an OSTAL problem is formu-
lated to handle the unknown actions in TAL applications.

Open Set Recognition Open set recognition (OSR) aims
to recognize known classes and reject the unknown. The pi-
oneering work by Scheirer et al. [51] formalized the defini-
tion of OSR and introduced an “one-vs-set” machine based
on binary SVM, which inspired a line of SVM-based OSR
methods [26, 30, 52]. Benefited by the deep neural net-
works (DNNs), Bendale et al. [6] proposed the first DNN-
based OSR method OpenMax, which leverages Extreme
Value Theory (EVT) to expand the K-class softmax clas-
sifier. Recently, Fang et al. [19] theoretically proved the
learnability of OSR classifier and the generalization bound.
Existing generative OSR methods [13, 18, 21, 33, 47, 68, 74]
utilize GAN [23], generative causal model, or mixup aug-
mentation to generate the samples of the unknown. From
the reconstruction perspective, some literature [45, 58, 66]
leverage VAE [31] or self-supervised learning to recon-
struct the representation of known class data to identify the
unknown. Prototype learning and metric learning meth-
ods [11, 13, 14, 56, 63, 64, 70] aim to identify the unknown
by producing large distance to the prototype of known class
data. Recently, uncertainty estimation methods [4, 42, 60]
by probabilistic and evidential deep learning show promis-
ing results on OSR problems.

In this paper, we step further toward the OSTAL prob-
lem. We are aware of analogous extensions from OSR
to open set object detection [16, 29, 41] and segmenta-
tion [25, 44, 48, 59]. However, it is the uniqueness of the
localization in open-world that makes the OSTAL problem
even more challenging and valuable in practice.
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Figure 2. The Proposed OpenTAL. Given untrimmed videos as input, the OpenTAL method is developed on existing TAL models (such
as AFSD [36]) toward the OSTAL scenario. It consists of action classification, actionness prediction, and location regression, which are
learned by the proposed MIB-EDL loss (Eq. (5)), PU learning (Eq. (6)), and localization loss (Eq. (7)), respectively. Furthermore, the IoU-
aware uncertainty calibration is proposed to calibrate the uncertainty estimation by considering localization quality (Eq. (8)). In inference,
with a two-step decision procedure by leveraging the uncertainty and actionness, video actions from the known and unknown classes, as
well as background frames can be distinguished in the OSTAL setting (see Algorithm 1).

3. Proposed Method

Setup Given an untrimmed video, the OSTAL task re-
quires a model to localize all actions with temporal loca-
tions li = (si, ei), assign the actions with labels yi ∈
{0, 1, . . . ,K} where yi = 0 indicates the action consist-
ing of background frames, and reject the actions from novel
classes as the unknown. In the training, the model only
has access to the video data and the annotations of known
actions, while the annotations of unknown actions are not
given. This setting is different from the OSR problem where
both annotations and data of unknown classes are not given,
because it is impractical in the TAL task to discard video
segments of unknown actions.

Overview Fig. 2 shows an overview of the proposed
OpenTAL. Given an untrimmed video, the features of ac-
tion proposals are obtained from an existing TAL model
such as the AFSD [36]. To fulfill OSTAL, we decouple the
objective into three sub-tasks by a trident head, including
action classification, actionness prediction, and location re-
gression. The three branches are learned by multi-task loss
functions, which will be introduced in detail.

Motivations Existing TAL models typically adopt a (K+
1)-way action classification by assigning the background
video frames with the (K + 1)-th class Background. How-
ever, this paradigm is unable to handle the OSTAL case
when unknown actions exist in the Background class.

To solve this problem, on one hand, one would attempt
to append the K known classes with an additional Unknown
category in an existing TAL system. However, this solution
is practically infeasible under the OSTAL setting, because
finding the video segments to train a classifier with the class

Unknown relies on the temporal boundary annotations of
unknown actions, which are not available under our OSTAL
setting. Though one could relax the OSTAL setting by pro-
viding temporal annotations of the unknowns in training,
learning a (K + 1)-way classifier is nontrivial due to the
vague semantics of the Unknown, and this relaxation has
little practical significance in an open-world where we have
nothing about the prior knowledge of unknown actions. On
the other hand, one may remove the Unknown or the Back-
ground class from training data, which are both infeasible
under the OSTAL setting because (i) we have no temporal
annotations of the unknown actions to remove them, and
(ii) the pure background frames provide indispensable tem-
poral context for action localization. Therefore, in contrast
to the OSR problem, an unique technical challenge of OS-
TAL lies in distinguishing between actions of known and
unknown classes, as well as the background frames.

Moreover, since the unknown actions are mixed with
background frames without annotations, learning to dis-
tinguish foreground actions essentially reduces to a semi-
supervised OSR problem [50, 67], that the model is trained
with the labeled “known known” actions and the unlabeled
“known unknown” actions while testing with data contain-
ing the “unknown unknown” actions1.

To tackle these unique challenges, we propose to de-
couple the (K + 1)-way action classification into K-way
uncertainty-aware classification (Sec. 3.1) and actionness
prediction (Sec. 3.2). Thus, we could address the first chal-
lenge above by jointly leveraging the uncertainty and ac-
tionness in a two-level decision-making (see Table 1) and
the second challenge by the PU learning (Sec. 3.2).

1Refer to [16,22] for more detailed discussions on these terminologies.
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Table 1. Our Motivations for the OSTAL. The notations ↓ and ↑
denote small and large values, repsectively.

Known Action Unknown Action Background

uncertainty (u) ↓ ↑ ↑
actionness (a) ↑ ↑ ↓

3.1. Action Classification

K-way Uncertainty-aware Classification Following the
existing Evidential Deep Learning (EDL) [4, 53], which is
efficient to quantify the classification uncertainty, we as-
sume a Dirichlet distribution Dir(p|α) over the categori-
cal probability p ∈ R

K , where α ∈ R
K is the Dirichlet

strength. The EDL aims to directly predict α by deep neu-
ral networks (DNNs). The model is trained by minimizing
the following negative log-likelihood of data {xi, yi}:

L(i)
EDL(αi) =

K∑
j=1

tij(log(Si)− log(αij)), (1)

where tij is a binary element of the one-hot form of label
yi, and tij = 1 only when yi = j, and Si =

∑
j αij is the

total strength over K classes.
In testing, given the sample x∗

i , the action classification
branch (DNN) produces non-negative evidence output ei ∈
R

K
+ . Then, the expectation of the classification probability

is obtained by E[pi] = αi/Si where αi = ei+1 according
to the evidence theory [54] and subjective logic [28]. And
the classification uncertainty is estimated by ui = K/Si.

However, the above EDL method is empirically found
ineffective in the OSTAL task since Eq. (1) gives equal con-
sideration to each sample, which is practically not the case
in OSTAL. In this paper, we propose to improve the gen-
eralization capability of EDL by encouraging the model to
focus more on important samples in a principled way.

Momentum Importance-Balanced EDL Inspired by the
recent advances in imbalanced visual classification [32,46],
the sample importance can be measured by the influence
function which is determined by the gradient norm. Specif-
ically, let hi ∈ R

D be the feature input of the last DNN
layer, an exponential evidence function is applied to predict
the evidence, i.e., ei � exp(wThi) where w ∈ R

D×K are
the learnable weights of the DNN layer. The gradient gi of
the EDL loss L(i)

EDL w.r.t. the logits zi � wThi is derived:

gij =
∂L(ij)

EDL

∂zij
= tij

[
Si −Kαij

Siαij

]
= tij

[
1

αij
− ui

]
, (2)

where the chain rule and the equality ui = K/Si are used.
Since tij = 0 when j �= yi, it is interesting to see a simple
but meaningful gradient form, i.e., gik = 1/αik − ui where
k = yi, and in our supplement we proved that |gik| ∈ [0, 1).

Furthermore, inspired by [46], we consider the influence
function given by the gradient norm of EDL loss w.r.t. the
network parameters w. According to the chain rule of zi =
wThi, the influence value ωi can be derived:

ωi =

(
K∑

k=1

|gik|
)(

D∑
d=1

|hid|
)

= ‖gi‖1 · ‖hi‖1. (3)

Detailed proof can be found in the supplement. We define
the loss weight of sample xi as the moving mean of influ-
ence values within the neighboring region of ‖gi‖1:

ω̃
(t)
i = ε · ω̃(t−1)

i + (1− ε) · 1

|Ωm|
∑

Ωm, (4)

where Ωm is a subset of ωi whose gradient norm ‖gi‖1 falls
into the m-th bin out of total M bins in the region [0, 1], i.e.,
Ωm = {ωi|‖gi‖1 ∈ [m−1

M , m
M ],m = 1, . . . ,M}. The ε is a

momentum factor within [0, 1], M is a constant, and t is the
training iteration. We set the initial weight ω̃(0)

i as the 1.0. A
larger ε means the set of influence values ωi are less consid-
ered, while M controls the granularity of the neighborhood
of the gradient norm. Eventually, the proposed Momentum
Importance-Balanced (MIB) EDL loss is defined as:

LMIB-EDL =
1

N

N∑
i=1

ω̃
(t)
i L(i)

EDL(αi). (5)

The proposed MIB-EDL loss encourages the model to
smoothly focus on important samples as the training itera-
tion increases. In practice, to stabilize the training, the re-
weighting is applied after T0 training iterations. Different
to [46] that uses the inverse of ωi to down-weight the influ-
ential samples for a balanced closed-set recognition, we use
Eq. (3) to up-weight these samples for open-set recognition,
and (4) to achieve a smooth update of the sample weight.

3.2. Actionness Prediction

Due to the mixture of unknown actions and pure back-
ground frames, it is not sufficient to distinguish between
them by the evidential uncertainty over K known classes.
Therefore, predicting the actionness that indicates how
likely a sample is a foreground action is critical. We no-
tice the fact that data from known classes are positive data
while the samples from the “background” mixture are unla-
beled. This intrinsically reduces to a semi-supervised learn-
ing problem called positive-unlabeled (PU) learning [5]. In
this paper, we propose a simple yet effective PU learning
method to predict the actionness.

Let âi ∈ [0, 1] be the predicted actionness score of the
sample xi, the actionness in a training batch Â = {âi}
can be splitted into the positive set P̂ = {âi|yi ≥ 1}
and the unlabeled background set Û = {âi|yi = 0}. In
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this paper, we propose to ascendingly sort the Û and se-
lect top-M samples to form the most likely negative set
N̂ = {âi|âi ∈ sort(Û)1,...,M}. Then, a binary cross-
entropy (BCE) loss could be applied to the P̂ and N̂ :

LACT(P̂, N̂ ) = − 1

|P̂|
∑
âi∈P̂

log âi − 1

|N̂ |
∑
âi∈N̂

log(1− âi).

(6)
Here, to achieve a balanced BCE training, we set the size of
negative set to M = |N̂ | := min(|P̂|, |Û |) considering that
in most training batches we have |Û | � |P̂|. This BCE loss
will push the probably pure background samples far away
from positive actions. Though this method is straightfor-
ward, the learned actionness scores are found discrimina-
tive enough to distinguish between the foreground actions
and background frames in the OSTAL setting (see Fig. 4a).

3.3. Location Regression

To maintain the flexibility of our method on existing TAL
models, the temporal location regression follows the design
of the TAL models. Take the state-of-the-art TAL model
AFSD [36] as an example, it consists of a coarse stage to
predict the location proposals l̂i = [ŝi, êi] and a refined
stage to predict the temporal offset δ̂i = [δ̂

(s)
i , δ̂

(e)
i ] with

respect to the l̂i. The coarse stage is learned by temporal
Intersection-over-Union (tIoU) loss, while the refined stage
is learned by an L1 loss:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
LLOC({l̂i}) = 1

NC

∑
i

I[yi ≥ 1]

(
1− |l̂i ∩ li|

|l̂i ∪ li|

)

LLOC({δ̂i}) = 1

NR

∑
i

I[yi ≥ 1](|δ̂i − δi|),
(7)

where NC and NR are corresponding number of samples
that are matched with the ground truth action locations by
an IoU threshold. The indicator function I[yi ≥ 1] filters
out the unmatched samples which are treated as the “back-
ground” data. In testing, the predicted location is recovered
by l∗i = [ŝi + 0.5(êi − ŝi)δ̂

(s)
i , êi + 0.5(êi − ŝi)δ̂

(e)
i ]. Note

that our OpenTAL framework is not limited to specific TAL
models but general in design.

3.4. IoU-aware Uncertainty Calibration

Though the loss functions defined by Eqs. (5)(6)(7) are
sufficient for a complete OSTAL task, the learned uncer-
tainty in the classification module is not calibrated by con-
sidering the localization performance. Intuitively, an action
proposal of high temporal overlap with the ground truth lo-
cation should contain more evidence and thus low uncer-
tainty. To this end, we propose a novel IoU-aware uncer-
tainty calibration method:

L(i)
IoUC(l̂i, ui) = −wl̂i,li

log(1− ui)− (1− wl̂i,li
) log(ui)

(8)

Algorithm 1 Inference Procedure

Require: Untrimmed test video.
Require: Trained OpenTAL model.
Require: Threshold τ from training data by Eq. (11)

1: Data pre-processing (if applicable).
2: Predict proposals G={l∗i , ŷi, ui, âi}|Ni=1 by OpenTAL.
3: Post-processing (if applicable).
4: for each proposal Gi ∈ G do

5: if âi < 0.5 then � Background
6: Gi is a Background; continue.
7: end if

8: if ui > τ then � Unknown Action
9: Gi is Unknown.

10: else � Known Action
11: Gi is Known by ŷi = argmaxj E[pij ].
12: end if

13: end for

where the weight w is a clipped form of the temporal IoU
between the predicted and ground truth locations:

wl̂i,li
= max

(
γ, IoU(l̂i, li)

)
(9)

where the γ is a small non-negative constant. The cross-
entropy form in Eq. (8) and (9) will encourage the model to
produce high uncertainty (ui→1) for action proposals with
low localization quality (w→γ).

The motivation behind the clipping by max() is that,
given with the ground truth of known actions, both the pro-
posals of background frames and unknown actions are not
overlapped with the ground truth such that IoU(l̂i, li) ≤ 0,
the clipping could avoid reversing the loss value from pos-
itive to negative, while still maintaining a low localization
quality γ. Besides, it is reasonable to encourage high uncer-
tainty ui by small γ for the location proposals of the back-
ground and the unknown actions in the OSTAL setting.

3.5. Training and Inference

The training procedure is to minimize the weighted sum
of losses defined by Eqs. (5)(6)(7)(8):

L = μLMIB-EDL + LACT + LLOC + E[L(i)
IoUC], (10)

where μ is a hyperparameter, and E[·] is to take the mean
loss values over the input samples.

In inference, the untrimmed video input is fed into a
TAL model, and our OpenTAL method trained on the TAL
model could produce multiple action locations {l∗i }, classi-
fication labels ŷi = argmaxj∈[1,...,K] E[pij ], classification
uncertainty ui, and actionness score âi. Together with the
ui and âi, a positively localized foreground action xi, i.e.,
ai > 0.5, can be accepted as known class ŷi, or rejected as
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the unknown by the following simple scoring function:

P (xi|ai > 0.5) =

{
unknown, if ui > τ,

ŷi, otherwise.
(11)

The complete inference procedure is shown in Algorithm 1.
In addition to this two-level decision, one-level decisions by
the functional formulas of P (xi) w.r.t. to ui and ai are also
plausible (see Table 5). However, we empirically found that
Eq. (11) is the most effective formula while maintaining the
explainable nature of decision-making.

4. Experiment

4.1. Implementation Details

Our method is implemented on the AFSD [36] model2,
which is a state-of-the-art TAL model. Pre-trained I3D [10]
backbone is used in AFSD. The proposed OpenTAL is ap-
plied to both the coarse and refined stages of AFSD. Specif-
ically, the proposed MIB re-weighting is applied after 10
training epochs. We empirically set the momentum ε to 0.99
and the number of bins M to 50. The small constant γ in
Eq. (9) is set to 0.001. The loss weight μ in Eq. (10) is set
to 10. We trained the model 25 epochs to ensure full con-
vergence. The rest settings in AFSD are kept unchanged.

4.2. Datasets

THUMOS14 [27] and ActivityNet1.3 [8] are two
commonly-used datasets for TAL evaluation. THUMOS14
dataset contains 200 training videos and 212 testing videos.
ActivityNet1.3 dataset contains about 20K videos with 200
human activity categories. Since our method is not lim-
ited by data modality, we use RGB videos for training and
testing by default. To enable OSTAL evaluation, we ran-
domly select 3/4 THUMOS14 categories of the training
videos as the known data. This random selection is repeated
to generate three THUMOS14 open set splits between the
known and the unknown. Considering that ActivityNet1.3
is newer and covers most THUMOS14 categories, the Ac-
tivityNet1.3 is not suitable to be the closed-set training data
when the model is tested on THUMOS14. Therefore, we
train models on the THUMOS14 known split, and use the
THUMOS14 unknown split and the disjoint categories of
ActivityNet1.3 as two sources open set testing data. To get
the disjoint categories from ActivityNet1.3, we manually
removed 14 semantically overlapping categories by refer-
ring to the THUMOS14 categories. Detailed dataset infor-
mation could be found in our supplement.

4.3. Evaluation Protocols

The mean Average Precision (mAP) is typically used
for the evaluation of closed set TAL performance. To en-
able OSTAL performance evaluation, the Area Under the

2https://github.com/TencentYoutuResearch/ActionDetection-AFSD

Receiver Operating Characteristic (AUROC) curve and the
Area Under the Precision-Recall (AUPR) are introduced to
evaluate the performance of detecting the unknown from
the known actions for positively localized actions. To ad-
dress the operational meaning in practice, we additionally
report the False Alarm Rate at True Positive Rate of 95%
(FAR@95), by which smaller value indicates better perfor-
mance. However, we noticed the metrics above are insuf-
ficient for the OSTAL task because the multi-class classi-
fication performance of the known classes in the OSTAL
setting is ignored. Inspired by the Open Set Classifica-
tion Rate [13, 17, 43], we propose the Open Set Detection
Rate (OSDR), which is defined as the area under the curve
of Correct Detection Rate (CDR) and False Positive Rate
(FPR). Given an operation point τ of the scoring function
P (x) for detecting the unknown and an operation point t0
of the tIoU for localizing the foreground actions, CDR and
FPR are defined as:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

CDR(τ, t0) =
|{x|(x ∈ Fk) ∧ (f̂x|y = y) ∧ P (x) < τ}|

|Fk|
FPR(τ, t0) =

|{x|(x ∈ Fu) ∧ P (x) < τ}|
|Fu|

(12)
where Fk is the set of positively localized known actions,
i.e., Fk = {x|(tIoU > t0) ∧ (y ∈ [1, . . . ,K])}, and Fu is
the set of positively localized unknown actions, i.e., Fu =
{x|(tIoU > t0)∧ (y = 0)}. The CDR indicates the fraction
of known actions that are positively localized and correctly
classified into their known classes, while the FPR denotes
the fraction of unknown actions that are positively localized
but falsely accepted as an arbitrary known class. Higher
OSDR indicates better performance for the OSTAL task.

For stable evaluation, all results are reported by aver-
aging the results of each evaluation metric over the three
THUMOS14 splits. Results are reported at tIoU threshold
0.3 for THUMOS14 and 0.5 for ActivityNet1.4, and results
by other thresholds are in the supplement.

4.4. Comparison with State-of-the-arts

The OpenTAL method is compared with the following
baselines based on the AFSD: (1) SoftMax: use the soft-
max confidence score to identify the unknown. (2) Open-

Max: use OpenMax [6] in testing to append the softmax
scores with unknown class. (3) EDL: similar to [4], vanilla
EDL method is used to replace the traditional cross-entropy
loss for uncertainty quantification. Models are tested using
both the THUMOS14 unknown spits and the ActivityNet1.3
disjoint subset. Results are reported in Table 2.

The results show that the OpenTAL outperforms the
baselines by large margins on all OSTAL metrics, while still
keeping comparable closed set TAL performance (less than
1% mAP decrease). The results also show that OpenMax
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Table 2. OSTAL Results (%). Models trained on the THUMOS14 closed set are tested on the open sets by including the unknown classes
from THUMOS14 and ActivityNet1.3, respectively. The mAP is provided as the reference of the TAL results on THUMOS14 closed set.

Methods
THUMOS14 as the Unknown ActivityNet1.3 as the Unknown

mAP
FAR@95 (↓) AUROC AUPR OSDR FAR@95 (↓) AUROC AUPR OSDR

SoftMax 85.58 54.70 31.85 23.40 85.05 56.97 53.54 27.63 55.81
OpenMax [6] 90.34 53.26 33.17 13.66 91.36 51.24 54.88 15.73 36.36
EDL [4] 81.42 64.05 40.05 36.26 84.01 62.82 53.97 38.56 52.24
OpenTAL 70.96 78.33 58.62 42.91 63.11 82.97 80.41 50.49 55.02

(a) ROC Curves (b) OSDR Curves

Figure 3. ROC and OSDR curves on one THUMOS14 split.

Numbers in the brackets are AUROC or OSDR values.

does not work well on the OSTAL task, especially when the
large-scale ActivityNet1.3 dataset is used as the unknown.
The EDL works well but still far behind the proposed Open-
TAL. Fig. 3 shows the detailed evaluation by the curves
of AUROC and OSDR on one THUMOS14 split. Figures
on other splits are in the supplement. They clearly show
that the proposed OpenTAL on different operation points of
scoring values and different open set splits is consistently
better than the baselines.

4.5. Ablation Study

Component Ablation. By individually removing the ma-
jor components of OpenTAL, three model variants are com-
pared. (1) Without MIB: the proposed MIB re-weighting
is removed so that the vanilla EDL loss (Eq. (1)) is used.
(2) Without ACT: the actionness prediction is removed so
that the (K + 1)-way classification in LMIB-EDL (Eq. (5))
is adopted. (3) Without IoUC: the loss LIoUC (Eq. (8))
is removed from the training. Results are reported in Ta-
ble 3. They show that OpenTAL achieves the best perfor-
mance. Specifically, the MIB re-weighting strategy con-
tributes the most to the OSDR performance gain by around
30%. The actionness prediction (ACT) contributes the most
to the FAR@95, AUROC, and AUPR metrics. Besides, the
proposed IoUC loss also leads to significant performance
gains on all metrics. These observations demonstrate the
effectiveness of the three components for the OSTAL task.

Choices of Re-weighting Methods. We compare the pro-
posed MIB re-weighting method (MIB (soft)) with the MIB
(hard) and existing literature on sample re-weighting in Ta-

Table 3. Ablation Results (%). The proposed EDL re-weighting
method (MIB), the actionness prediction (ACT), and the IoUC loss
are individually ablated from the OpenTAL.

Variants MIB ACT IoUC FAR@95 (↓) AUROC AUPR OSDR
(1) � � 77.20 76.41 56.65 12.10
(2) � � 82.85 58.12 31.80 37.89
(3) � � 79.64 62.73 37.86 39.39

OpenTAL � � � 70.96 78.33 58.62 42.91

Table 4. Results of Different Re-weightings (%). MIB (hard)
means the momentum factor ε = 0 in Eq. (4) such that the sample
weight is updated in a hard manner, while the MIB (soft) sets the ε
to 0.99 to enable a soft update, and wo. Re-weight means ε = 1.0.

Methods FAR@95 (↓) AUROC AUPR OSDR
wo. Re-weight. 77.20 76.41 56.65 12.10
Focal [39] 91.05 56.67 35.55 2.04
GHM [35] 78.33 73.52 54.03 1.41
IB [46] 80.23 75.91 58.00 2.18
MIB (hard) 66.34 78.16 57.66 38.90
MIB (soft) 70.96 78.33 58.62 42.91

ble 4. The results show that the focal loss (Focal) [39] does
not work well with the OpenTAL framework. GHM [35]
and IB [46] methods could achieve comparable FAR@95,
AUROC, and AUPR performance, but their OSDR results
are still largely far behind ours. Note that these methods
are all designed for closed set recognition, thus the pro-
posed MIB is more suitable for open set scenarios. Besides,
the hard version of MIB that the momentum mechanism
is removed by setting the ε to 0, could improve about 4%
FAR@95 while sacrifice the AUROC, AUPR, and OSDR.

Choices of Scoring Function. The scoring function is
critical to identify the known and unknown actions, as well
as the background frames in model inference. In addition
to the proposed two-level decision by (11), we compare it
with four reasonable one-level decision methods by utiliz-
ing actionness ai and uncertainty ui. The results in Ta-
ble 5 show that using the maximum classification confi-
dence (the 1st row) or other compositions of ui and ai (the
2nd and 3rd rows) cannot achieve favorable performance.
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Table 5. Scoring Functions. It shows when conditioned on ai >
0.5, uncertainty ui is the best scoring function for the OSTAL task.

Scoring Functions FAR@95 (↓) AUROC AUPR OSDR
P (xi) = 1−maxj(αi/Si) 77.90 59.50 35.82 31.38

P (xi) = ui/(1− ai) 79.16 61.94 38.52 30.64
P (xi) = ai/(1− ui) 90.39 72.71 56.19 38.24

P (xi) = ui · ai 70.64 77.52 58.17 42.44
P (xi|ai > 0.5) = ui 70.96 78.33 58.62 42.91

The proposed method (the last row) is slightly better than
the product between ui and ai (the 4-th row) with compara-
ble FAR@95 performance. Though there are certainly other
alternatives, our scoring function achieves the best perfor-
mance while maintaining a good decision-making explana-
tion, which means that the foreground actions are identified
first by ai, based on which the known and unknown actions
are further distinguished by ui.

Distributions of Actionness and Uncertainty. To show
the quality of the learned actionness and uncertainty, we vi-
sualized their distributions on the test set in Fig. 4. Specif-
ically, the dominant modes in Fig. 4a show that foreground
actions are majorly assigned with high actionness while the
background frames are with low actionness, and the domi-
nant modes in Fig 4b show that the actions of known classes
are majorly assigned with low uncertainty while those of the
unknowns are with high uncertainty. These observations
align well with the expectation of our OpenTAL method.

Qualitative Results. Fig. 5 shows the qualitative results
of the proposed OpenTAL and baseline approaches. The
three video samples are from the THUMOS14 dataset. The
results clearly show that OpenTAL is superior to baselines
in terms of both recognizing the known actions (colored
segments in the 1st video), and rejecting the unknown ac-
tions (black segments in the 2nd and 3rd videos).

Limitations. We note that all those methods are not show-
ing remarkable high OSDR performance, which indicates
the challenging nature of the OSTAL task and there exists
large room for improvement in the OpenTAL.

5. Conclusion

In this paper, we introduce the Open Set Temporal Ac-
tion Localization (OSTAL) task. It aims to simultaneously
localize and recognize human actions, and to reject the un-
known actions from untrimmed videos in an open-world.
The unique challenge lies in discriminating between known
and unknown actions as well as background video frames.
To this end, we propose a general OpenTAL framework
to enable existing TAL models for the OSTAL task. The
OpenTAL predicts the locations, classifications with uncer-
tainties, and actionness to jointly achieve the goal. For com-

(a) Actionness (b) Uncertainty
Figure 4. Distributions of Actionness and Uncertainty. The two
figures show significant separation between the foreground actions
and background frames by actionness score, as well as the separa-
tion between the known and unknown actions by uncertainty.

Figure 5. Qualitative Results. We show the actions of unknown
classes with black color, while the rest colors are actions of known
classes. The x-axis represents the timestamps (seconds).

prehensive OSTAL evaluation, the Open Set Detection Rate
is introduced. The OpenTAL is empirically demonstrated to
be effective and significantly outperform existing baselines.
We believe the generality of the OpenTAL design could in-
spire relevant research fields such as spatio-temporal action
detection, video object detection, and video grounding to-
ward open set scenarios.
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