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Abstract

Recent self-supervised pretraining methods for object
detection largely focus on pretraining the backbone of the
object detector, neglecting key parts of detection architecture.
Instead, we introduce DETReg, a new self-supervised method
that pretrains the entire object detection network, including
the object localization and embedding components. During
pretraining, DETReg predicts object localizations to match
the localizations from an unsupervised region proposal gen-
erator and simultaneously aligns the corresponding feature
embeddings with embeddings from a self-supervised image
encoder. We implement DETReg using the DETR family
of detectors and show that it improves over competitive
baselines when finetuned on COCO, PASCAL VOC, and
Airbus Ship benchmarks. In low-data regimes, including
semi-supervised and few-shot learning settings, DETReg es-
tablishes many state-of-the-art results, e.g., on COCO we
see a +6.0 AP improvement for 10-shot detection and over 2
AP improvements when training with only 1% of the labels.1

1. Introduction
Object detection is a key task in computer vision, yet it

largely relies on the availability of human-annotated train-
ing datasets. Building such datasets is not only costly but
sometimes infeasible for privacy-sensitive applications such
as medical imaging or personal photos [46, 68]. Fortunately,
recent advancements in self-supervised representation learn-
ing have substantially reduced the amount of labeled data
needed for a variety of applications, including object detec-
tion [6, 11, 26, 27].

Despite this recent progress, current approaches are lim-
ited in their ability to learn good representations for ob-
ject detection because they do not pretrain the entire ob-
ject detection network, specifically the localization and
region embedding components. Most recent works (e.g.,

1Code: https://www.amirbar.net/detreg/.
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Figure 1. Top class-agnostic object detections after pretraining.
Self-supervised pretraining methods, such as SwAV [6], pretrain
only the detector’s backbone, so the object localizations following
the pretraining stage solely depend on the random initialization
of the localization components (green). UP-DETR [16] pretrains
the entire detection network, but since its pretraining operates by
re-identifying random regions, it does not specialize in localizing
objects after the pretraining (orange dashes). Our model, DETReg,
pretrains the entire detection network using object-centric pretrain-
ing, and following the pretraining stage can localize objects (blue).

SwAV [6], ReSim [62], InsLoc [67]) follow the same pre-
training playbook for the detection network as a super-
vised image-classification-based pretraining, where only the
CNN backbone can be initialized from the pretrained model.
While the recent UP-DETR [16] method pretrains a full de-
tection architecture, it still does not localize objects within
the image, but rather random image regions.

In this work, we present a model for Detection with Trans-
formers using Region priors (DETReg), which unlike exist-
ing pretraining methods, learns to both localize and encode
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Figure 2. The DETReg model and pretext tasks. Given embeddings v from image x, we use the DETR family of detectors [5, 71] to
predict region proposals (fbox(v) = b̂), associated object embeddings (femb(v) = ẑ), and object scores (fcat(v) = p̂). Pseudo ground-truth
region proposals labels (b) can be generated by existing unsupervised region proposal methods like [54, 59], and pseudo ground-truth object
embeddings (z) can be generated via existing self-supervised approaches like [6,27], where the object score c is always 1 for these proposals.
Predictions are assigned to pseudo labels via Bipartite Matching, and unmatched predictions are assigned with padded proposals with c = 0.

objects simultaneously in the unsupervised pretraining stage
– see Figure 1. DETReg involves two object-centric and
category-agnostic pretraining tasks: an Object Localization
Task to localize objects, and an Object Embedding Task to
encode an object’s visual properties. Taken together, these
tasks pretrain the entire detection network – see Figure 2
for an overview. A final object classification head can then
be finetuned with a small number of labels yielding better
performance than existing methods.

DETReg’s object localization task uses simple region
proposal methods for class-agnostic bounding-box supervi-
sion [3, 3, 14, 15, 54]. These methods require little or no
training data and can produce region proposals at a high
recall. For example, Selective Search [54], the region pro-
posal method we adopt in DETReg, uses object cues such
as continuity in color, hierarchy, and edges to extract object
proposals. DETReg builds upon these region priors to learn
a class-agnostic detector during pretraining.

DETReg’s object embedding task aims to predict the
embeddings of a separate self-supervised image encoder
evaluated on object regions. Self-supervised image encoders,
e.g., SwAV [6], learn transformation-invariant embeddings,
so training the detector to predict these values distills the
learned invariances into the detector’s embeddings. Thus, the
object embedding head learns representations that are robust
to transformations such as translation or image cropping.

We conduct an extensive evaluation of DETReg on stan-
dard object detection benchmarks like MS COCO [41] and
PASCAL VOC [18], and on an aerial images dataset, Air-
bus Ship Detection [1]. We find that DETReg improves the
performance using two state-of-the-art base architectures
compared to challenging baselines, especially when small
amounts of annotated data are available.

Quantitatively, DETReg improves over a backbone-only

image-classification pretraining baseline by 4 AP points on
PASCAL VOC, 1.6 AP points on MS COCO, and 1.2 AP
points on Airbus Ship Detection. Additionally, DETReg out-
performs pretraining baselines in semi-supervised learning
when using 1% to 10% of data, and on 10 and 30 shot. Taken
together, these results indicate that pretraining an entire de-
tection network, including region proposal prediction and
embedding components, is beneficial and that our specific
DETReg model realizes new SOTA performance by taking
advantage of this object-centric self-supervised pretraining.

2. Related Work

Self-supervised pretraining. Recent work [6, 10, 13, 22, 25,
27,28,31,43] has shown that self-supervised pretraining can
generate powerful representations for transfer learning, even
outperforming its supervised counterparts on challenging
vision benchmarks [10, 61]. The learned representations
transfer well to image classification but the improvement
is less significant for instance-level tasks, such as object
detection and instance segmentation [27, 29, 48, 70].

More recently, a number of works [31,51,62,64] focused
on learning backbones that can transfer to object detection.
In contrast to these works, we pretrain the entire detection
network. As we show, pretraining the backbone with an
image-patch-based task does not necessarily empower the
model to learn what and where an object is, and adding weak
supervision from the region priors proves beneficial.

Our approach is also different from semi-supervised ob-
ject detection approaches [34, 42, 53, 65] and few-shot detec-
tion approaches [9,12,19,20,35,36,39,56,59,60,63,66,69] as
we initialize the detector from a pretrained DETReg model
without further modifying the architecture. Therefore, these
approaches can be viewed as complementary to DETReg.
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End-to-end object detection. Detection with transform-
ers (DETR) [5] builds the first fully end-to-end object de-
tector and eliminates the need for components such as an-
chor generation and non-maximum suppression (NMS) post-
processing. This model has quickly gained traction in the
machine vision community. However, the original DETR
suffers from slow convergence and limited sample efficiency.
Deformable DETR [71] introduced a deformable attention
module to attend to a sparsely sampled small set of promi-
nent key elements, and achieved better performance com-
pared to DETR with reduced training epochs. We therefore
use Deformable DETR as our base detection architecture.

Both DETR and Deformable DETR adopt the super-
vised pretrained backbone (ResNet [30]) on ImageNet. UP-
DETR [16] pretrains DETR in a self-supervised way by
detecting and reconstructing the random patches from the in-
put image. Instead, we additionally adopt region priors from
unsupervised region proposal algorithms to provide weak
supervision for pretraining, which has an explicit notion of
objects rather than the random patches used by UP-DETR.

Region proposals. A rich study of region proposals meth-
ods exists in the object detection literature [2, 3, 8, 15, 17,
37, 55, 72]. Grouping based method, Selective Search [55],
and window scoring based approach, Objectness [2] are two
early and well known proposal methods, which have been
widely adopted and supported in major software libraries
(e.g., OpenCV [4]). Selective Search greedily merges super-
pixels to generate proposals. Objectness relies on visual cues
such as multi-scale saliency, color contrast, edge density and
superpixel straddling to identify likely regions.

While the field has largely shifted to learning-based ap-
proaches, the key benefit of these models is that they require
little or no training data, and can produce region proposals
at a high recall [3,3,14,15,54]. This provides a cheap, albeit
noisy, source of supervision. Hosang et al. [32, 33] offer a
comprehensive analysis over the various region proposals
methods, and Selective Search is among the top perform-
ing approaches in terms of recall. Here, we seek weak su-
pervision from the region proposals generated by Selective
Search, which has been widely adopted and proven success-
ful in the well-known detectors such as R-CNN [24] and
Fast R-CNN [23]. However, our approach is not limited to
Selective Search and can employ other proposal methods.

3. DETReg

DETReg is a self-supervised method to fully pretrain
object detectors, including their region localization and em-
bedding components. At a high level, DETReg operates by
predicting object localizations that match those from an un-
supervised region proposal generator, while simultaneously
aligning the corresponding feature embeddings with embed-
dings from a self-supervised image encoder, see Figure 2.

The key idea underlying DETReg is to formulate pretext
tasks that are similar to the tasks performed during super-
vised object detection, so that improved pretraining trans-
fers to the object detector. We built DETReg based on the
DETR family of detectors [5,71] due to their implementation
simplicity and performance, though other architectures can
easily plug into DETReg. Next, we review DETR, and in
the following subsections, we present the object localization
and embedding pretext tasks that form the core of DETReg.

DETR summary: DETR detects up to N objects in an
image by iteratively applying attention and feed-forward lay-
ers over N object query vectors of a transformer decoder and
over the input image features. The last layer of the decoder
results in N image-dependent query embeddings that are
used to predict bounding box coordinates and object cate-
gories. Formally, consider an input image x ∈ RH×W×3.
DETR uses x to calculate N image-dependent query embed-
dings v1, . . . ,vN with vi ∈ Rd. This is achieved by passing
the image through a backbone, followed by a transformer,
and processing of the query vectors [5]. Then, two predic-
tion heads are applied to vi. The first, fbox : Rd → R4,
predicts the bounding boxes. The second, fcat : Rd → RL,
outputs a distribution over L object categories, including a
background “no object” category.

3.1. Object Localization Task

DETReg’s object localization pretraining task uses simple
region proposal methods for class-agnostic bounding-box
supervision (see the orange arrows in Figure 2). We use
the output from these methods as they require limited or
no training data and can produce region proposals at a high
recall [3, 14, 15, 54]. We use Selective Search [54] as the
primary region proposal method for training DETReg as it
is widely available in off-the-shelf computer vision libraries
and requires no training data. Selective Search uses object
cues such as continuity in color and edges to extract object
proposals, and DETReg further builds upon these region
priors to learn a class-agnostic detector.

Region proposal methods take an image and produce a
large set of region proposals at a high recall rate, where some
of the regions are likely to contain objects. However, they
have low precision and do not output category information,
see [32, 33]. Since the content of non-object boxes tends to
be more variable than of object boxes, we expect that deep
models can be trained to recognize the visual properties of
objects even when given noisy labels.

Thus, the Object Localization pretraining task takes a
set of M boxes b1, . . . , bM (where bi ∈ R4) output by
an unsupervised region proposal method and optimizes a
loss that minimizes the difference between the detector box
predictions (the output of the fbox MLP) and these M boxes.
Similar to DETR, the loss involves matching the predicted
boxes and these M boxes, a process we detail in Section 3.3.
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Common region proposal methods attempt to sort the
region proposals such that proposals that are more likely to
be objects appear first, however, the number of proposals
is typically large, and the ranking is not precise. Therefore,
we explore methods to choose the best regions to use during
training. We consider three policies for selecting boxes:
Top-K uses the top-K proposals from the algorithm.
Random-K uses K random proposals, which may yield
lower quality proposals but encourages exploration.
Importance Sampling relies on the region proposal method
ranking but also encourages more diverse proposals. For-
mally, let b1, . . . , bn be a set of n sorted region proposals,
where the bi has rank i. Let Xi be a random variable indicat-
ing whether we will output the bi. We assign the sampling
probability for Xi to be: Pr(Xi = 1) ∝ −log(i/n). To
determine if a box should be included, we randomly sample
from its respective distribution.

3.2. Object Embedding Task

In the supervised training of object detectors, every box
is associated with a class category of the object, which is not
available in an unsupervised setting. Therefore, to learn a
strong object embedding, we encode each box region bi via
a separate encoder network and obtain embeddings zi that
are used as a target for the DETReg embeddings ẑi (see the
black arrows in Figure 2).

The separate encoding network that produces zi could
be jointly trained by following similar bootstrapping tech-
niques from works such as BYOL [26] or DINO [7]. How-
ever, for training stability and to reduce the convergence
time, we leverage a pretrained, self-supervised model whose
embeddings are invariant to many image transformations,
e.g. blurring and color distortions. Here we primarily use
a SwAV [6] pretrained model as it is one of the strongest
performing methods for pretraining image classifiers and has
readily available code and pretrained models.

To predict a corresponding object embedding ẑi in the
detector, we introduce an additional MLP femb : Rd → Rd

that predicts the object embedding ẑi from the corresponding
DETR query embedding, vi. This encourages vi to capture
the information that is useful for category prediction. The
loss is the L1 loss between ẑi and zi.

3.3. DETReg Pretraining

Here, we formally describe how DETReg optimizes the
localization and embedding tasks during pretraining. As-
sume that our region proposal method returns M object
proposals which are used to generate M bounding boxes
bi and object descriptors zi for i ∈ {1, . . . ,M}, and let
yi = (bi, zi) with y = {yi}Mi=1. DETReg is trained such
that its N outputs align with y.

Let v1, . . . ,vK denote the image-dependent query em-

beddings calculated by DETR (i.e., the output of the last
layer of the DETR decoder). DETReg has three prediction
heads: fbox which outputs predicted bounding boxes, fcat
which predicts if the box is object or background, and femb

which reconstructs the object embedding descriptor. De-
note these outputs as: b̂i = fbox(vi), ẑi = femb(vi), p̂i =

fcat(vi), and define ŷi = (b̂i, ẑi, p̂i) and ŷ = {ŷi}Ni=1.
Following DETR training, we assume that the number of

DETR queries N is larger than M , so we pad y to obtain
N tuples, and assign a label ci ∈ {0, 1} to each box in y to
indicate whether it is a region proposal (ci = 1) or padded
proposal (ci = 0); see the green arrows in Figure 2. With the
DETR family of detectors [5, 71], there are no assumptions
on the order of the labels or the predictions and therefore we
first match the objects of y to the ones in ŷ via the Hungarian
bipartite matching algorithm [38]. Specifically, we find the
permutation σ that minimizes the optimal matching cost
between y and ŷ:

σ = argmin
σ∈ΣN

N∑
i

Lmatch(yi, ŷσ(i)) (1)

Where Lmatch is the pairwise matching cost matrix as de-
fined in [5, 71] and ΣN is the set of all permutations over
{1 . . . N}. Using the optimal σ, we define the loss as:

L(y, ŷ) =

N∑
i=1

λfLclass(ci, p̂σ(i)
)+

1{ci ̸=0}(λbLbox(bi, b̂σ(i)
)+

λeLemb(zi, ẑσ(i)))

(2)

Where Lclass is the class loss, that can be implemented via
Cross Entropy Loss or Focal Loss [40], and Lbox is based on
the the L1 loss and the Generalized Intersection Over Union
(GIoU) loss [50]. Finally, we define Lemb to be the L1 loss:

Lemb(zi, zj) = ∥zi − ẑj∥1 (3)

4. Experiments
We first describe the implementation details and datasets

used for our experimentation. We then report how DETReg
performs on the object detection tasks when finetuned on
full and low-data regimes, including few-shot learning, and
semi-supervised learning. Finally, we conclude with abla-
tions, analyses, and visualizations from DETReg.
Implementation. Based on the ablations presented in Sec-
tion 4.5, the default experiment settings are as follows (see
the Suppl. for all details). We initialize the ResNet50 back-
bone of DETReg with SwAV [6], which was pretrained with
multi-crop views for 800 epochs on IN1K, and fix it through-
out the pretraining stage. In the object embedding branch,
femb and fbox are MLPs with 2 hidden layers of size 256
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Pretraining Detector Epochs AP AP50 AP75

Supervised

DETR 150

39.5 60.3 41.4
SwAV [6] 39.7 60.3 41.7
UP-DETR 40.5 60.8 42.6
DETReg 41.9+1.4 61.9+1.1 44.1+1.5

Supervised

DETR 300

40.8 61.2 42.9
SwAV [6] 42.1 63.1 44.5
UP-DETR 42.8 63.0 45.3
DETReg 43.7+0.9 63.7+0.7 46.6+1.3

Supervised

DDETR 50

44.5 63.6 48.7
SwAV [6] 45.2 64.0 49.5
UP-DETR 44.7 63.7 48.6
DETReg 45.5+0.8 64.1+0.4 49.9+1.3

Table 1. Object detection results when trained on MS COCO
train2017 and evaluated on val2017. Both DETReg and
UP-DETR are pretrained on IN1K under comparable settings,
while supervised and SwAV only pretrain the backbone of the
object detector. We explore both the DETR and Deformable DETR
(DDETR) architectures; for compatibility with prior work, we fine-
tuned the DETR for 150/300 epochs and DDETR for 50 epochs.

followed by a ReLU [44] nonlinearity. The output sizes of
femb and fbox are 512 and 4. fcat is implemented as a sin-
gle fully-connected layer with 2 outputs. Unless otherwise
noted, we use the DETReg Top-K region selection variant
(see Section 3.1) and set K = 30 proposals per-image.
Datasets. We use the following datasets: ImageNet IL-
SRVC 2012 (IN1K) dataset contains 1.2M images with 1000
class categories. As done in prior work [6, 10, 62, 64], we
use the unlabeled IN1K data for pretraining. Similar to other
works [27, 28, 62], we use a subset of IN1K called IN100
that contains ∼125K images and 100 class categories for
several ablation studies. MS COCO [41] is a popular ob-
ject detection benchmark that contains 121K labeled images,
where objects from 80 object categories are annotated with
bounding boxes. PASCAL VOC [18] contains ∼20K natu-
ral images where the objects from 21 classes are annotated.
To explore a dataset with different visual properties than
the typical object-centric benchmarks, we use the Airbus
Ship Detection dataset [1], which contains ∼231K satellite
images annotated with bounding boxes of ships. Follow-
ing [45], we convert the segmentation masks to bounding
boxes and use a 42.5K image subset, with 3K test/val splits.

4.1. Object Detection in Full Data Regimes

These experiments test how well DETReg performs when
a fully annotated dataset is available for finetuning.
Pretraining. We pretrain two variants of DETReg based
on DETR [5] and Deformable DETR [71] detectors for 5
and 60 epochs on IN1K and IN100, respectively, where the
pretraining schedules are set by proportionally adjusting the
schedules used in UP-DETR to equate to the more efficient
Deformable DETR schedules [71].

Method
PASCAL VOC Airbus Ship

AP AP50 AP75 AP AP50 AP75

Supervised 59.5 82.6 65.6 79.8 95.8 89.4
SwAV [6] 61.0 83.0 68.1 78.3 95.7 88.7
DETReg 63.5 83.3 70.3 81.0 95.9 89.7

Table 2. Object detection finetuned on PASCAL VOC and
Airbus Ship data. The model is finetuned on PASCAL VOC
trainval07+2012 and evaluated on test07 (left), and Airbus
Ship Detection finetuned on the train split and evaluated on the 3k
test images (right). All models are based on Deformable DETR [71].
Bold values indicate an improvement ≥ 0.3 AP.

Baselines. We compare DETReg to several closely related
state-of-the-art pretraining approaches for object detection
with transformers: using a SwAV [6] backbone, a fully pre-
trained UP-DETR [16], and a supervised baseline backbone.

Experiments. To evaluate DETReg, we finetuned it on three
different datasets: MS COCO [41], PASCAL VOC [18],
and Airbus Ship Detection [1]. We perform an exten-
sive comparison on MS COCO and finetune using similar
training schedules as previously reported in [16, 71], us-
ing train2017 for finetuning and val2017 for evalua-
tion. On PASCAL VOC and Airbus we use DETReg De-
formable DETR based variant, which is faster to train. On
PASCAL VOC we finetune on trainval07+12 for 100
epochs, dropping the learning rate after 70 epochs and use
the test07 for evaluation. For Airbus, we finetune for 100
epochs, dropping the learning rate after 80 epochs.
Results. Table 1 shows that DETReg consistently outper-
forms other pretraining strategies using both DETR and De-
formable DETR. For example, DETReg improves the COCO
AP score by 1.4 points compared to UP-DETR when trained
for 150 epochs, and in fact, outperforms the 300 epoch super-
vised variant after 150 epochs. Interestingly, using DETReg
pretraining with DETR is competitive with supervised De-
formable DETR, which achieves only 0.8 points (AP) more,
despite significant architectural modifications.

Table 2 shows that DETReg improves by 2.5 (AP) points
over SwAV on PASCAL VOC and by 1.2 (AP) on Airbus.
For reference, by using a specialized architecture for ship
detection that builds on a ResNet50 backbone, as well as
leveraging the pixel-level annotations, [45] obtains a box AP
score of 76.1 on this dataset, 4.9 points lower than DETReg,
which only uses the bounding box annotations.

4.2. Object Detection in Low-Data Regimes

These experiments test how DETReg performs when a
small amount of annotated data is available for finetuning.
Pretraining. We pretrain DETReg based on De-
formable DETR [71] for 5 epochs on ImageNet (IN1K).
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Figure 3. Model comparison in low-data regimes. ∆AP im-
provement over the supervised baseline, where the x-axis shows
the total number of images used during training. We fix the De-
formable DETR architecture across all methods and finetuned it
using publically released ResNet50 weights of different methods
on MS COCO train2017 and evaluate on val2017.

Baselines. We consider recent approaches for pretrain-
ing ResNet50 backbone for object detection: InstLoc [67],
ReSim [62] and SwAV [6], for each we use the publicly re-
leased checkpoint. We report the ∆AP w.r.t. the supervised
variant, which utilizes a ResNet50 pretrained on IN1K.
Experiments. We test the representations learned by DE-
TReg when transferring with limited amounts of labeled
data (up to 1024 labeled images), randomly sampled from
MS COCO train2017 and use val2017 for evaluation.
We train all methods for up to 2, 000 epochs or until the
validation performance stops improving.
Results. Figure 3 shows the results, where the y-axis reports
the difference in AP compared to the supervised variant. The
results indicate that DETReg consistently outperforms other
pretraining strategies, when using Deformable DETR on low
data regime. For example, when using only 256 images,
DETReg improves the average precision (AP) score by 4.1
points compared to 1.1 for SwAV and 0.5 for ReSim.

4.3. Few-Shot Object Detection

These experiments test how DETReg extends to the few-
shot settings established in existing literature.
Pretraining. We pretrain DETReg based on De-
formable DETR [71] for 5 epochs on ImageNet (IN1K).
Baselines. We consider Deformable DETR with a super-
vised pretrained backbone as the most direct baseline as
its architecture and training strategy mirror DETReg. We
also report the results of recent few-shot approaches, which
utilize different underlying object detectors. Concurrent to
our work, Meta-DETR [69] proposed a new method based
on Deformable DETR. However, unlike DETReg, it uses
a ResNet101 backbone and a single image scale, but we

Model Detector Novel AP Novel AP75

10 30 10 30

YOLO-ft-full [35, 47] YOLOv2 3.1 1.7 7.7 6.4
FSRW [35] 5.6 9.1 4.6 7.6

FRCN-ft-full [66]

FRCN

6.5 11.1 5.9 10.3
FRCN-ft-full [56] 9.2 12.5 9.2 12.0
MetaDet [58] 7.1 11.3 6.1 8.1
Meta R-CNN [66] 8.7 12.4 6.6 10.8
TFA [56] 10.0 13.7 9.3 13.4
DeFRCN [71] 18.5 22.6 - -
DAnA [12] 18.6 21.6 17.2 20.3

DDETR-ft-full [69] DDETR* 11.7 16.3 12.1 16.7
Meta-DETR [69] 19.0 22.2 19.7 22.8

DDETR-ft-full DDETR 23.3 28.4 25.4 31.7
DETReg-ft-full 25.0 30.0 27.6 33.7

DDETR∗ is the customized single scale deformable DETR model used in [69].

Table 3. Few-shot detection evaluation on COCO. We trained
the model on the 60 base classes and then evaluate the model
performance on the 20 novel categories, following the data split
used in [56]. We show that DETReg outperforms previous few-shot
object detectors by a large margin through simple fine-tuning on
the few-shot datasets.

include its results to encourage unified reporting, even when
experimental settings are not perfectly aligned.
Experiments. Following the standard few-shot protocol for
object detection [56], we finetune DETReg on the full data of
60 base classes, which contain around 99K labeled images.
Then, we finetune on a balanced set of all 80 classes, where
every class has k ∈ {10, 30} object instances. We use the
splits from [56] and report the performance on the novel 20
classes. The results are shown in Table 3.

Table 4 shows an extreme few-shot setup where DETReg
is finetuned on the balanced few-shot set without the inter-
mediate finetuning on base classes. We consider finetuning
the decoder only (ft-decoder) and the full model (ft-full).
Results. Table 3 shows that DETReg improves over super-
vised pretraining and achieves state-of-the-art on the stan-
dard few-shot setting when using base classes. Note that
DETReg only uses a simple fine-tuning strategy, while other
methods may include more complicated episodic training.

Table 4 shows that DETReg achieves competitive few-
shot performance even when the model is not trained on the
abundant base class data. As a reference point, TFA [56] is
a previous fine-tuning method that trains on the abundant
base class data, and we can see that DETReg outperforms it
without additional supervision from the base class data.

4.4. Semi-supervised Learning

These experiments test how DETReg compares to semi-
supervised methods, where small amounts of labeled data
and large amounts of unlabeled data are used during training.
Pretraining. We pretrain DETReg (Deformable DETR) for
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Model Detector Novel AP Novel AP75

10 30 10 30

TFA [56] (w/base) FRCN 10.0 13.7 9.3 13.4

DDETR-ft-full

DDETR

0.03 0.01 0.04 0.02
DDETR-ft-decoder 3.3 10.2 2.7 10.7
DETReg-ft-decoder 10.2 17.9 11.1 19.2
DETReg-ft-full 10.6 18.0 11.6 19.6

Table 4. Few-shot object detection without training on the
COCO base classes. To test DETReg’s performance on extreme
few-shot scenarios, we conduct evaluation where DETReg is fine-
tuned only on the K-shot COCO subsets. DETReg outperforms
previous methods such as TFA [56] that use base class data.

Method Detector COCO
1% 2% 5% 10%

Supervised

DDETR

11.31 ± 0.3 15.22 ± 0.32 21.33 ± 0.2 26.34 ± 0.1
SwAV 11.79 ± 0.3 16.02 ± 0.4 22.81 ± 0.3 27.79 ± 0.2
ReSim 11.07 ± 0.4 15.26 ± 0.26 21.48 ± 0.1 26.56 ± 0.3
DETReg 14.58 ± 0.3 18.69 ± 0.2 24.80 ± 0.2 29.12 ± 0.2

Table 5. Object detection using k% of the labeled data on
COCO. The models are trained on train2017 using k% and
then evaluated on val2017.

50 epochs on MS COCO train2017 without labels.
Baselines. We compare DETReg with a Deformable DETR
model initialized with a supervised backbone from IN1K pre-
training, which is the most direct baseline as all experiments
are carried out on the same architecture and training data. We
consider recent approaches for pretraining ResNet50 back-
bone for object detection like ReSim [62] and SwAV [6], for
each we use the publicly released checkpoint.
Experiments. We finetuned DETReg on random k% of
train2017 data for k ∈ {1, 2, 5, 10}, until convergence
(validation performance stopped improving). In each setting,
we train 5 different models with different random seeds and
report the mean and standard deviation.
Results. Table 5 shows that DETReg outperforms existing
pretraining methods, including a consistent improvement
over the supervised pretraining baseline. We include a more
broad comparison in the Supplementary Table 9, where we
also compare to approaches that leverage both the labeled
and unlabeled data via auxiliary losses [34, 42, 53, 65].

4.5. DETReg Analysis

This section further explores and justifies the architectural
and algorithmic choices used in the main experiments.
Design Ablations. Table 6 examines the contribution of
the object localization and object embedding tasks in DE-
TReg. To quantify the importance of using object-centric
region proposals, we train DETReg while randomly shuffling
the proposal box locations across images, as indicated by

Proposals Lemb Frozen BB Lclass ↓ Lbox ↓ AP

Shuffle λe = 0 11.3 .044 32.0
Top-K λe = 0 9.50 .037 43.3
Top-K λe = 1 8.81 .037 45.1
Top-K λe = 2 9.14 .039 43.8
Top-K λe = 1 ✓ 8.61 .037 45.4

Table 6. Ablation studies. This tables ablates region proposal
sampling strategies, values of λemb, and whether to freeze back-
bones with DETReg trained on IN100 and finetuned on MS COCO.
Shuffling the region proposals across images led to a 11.3 AP drop,
Lemb has a consistent performance, and freezing the backbone
does not significantly change the performance.

Method AP AP50 AP75 R@1 R@10 R@100

UP-DETR [16] 0.0 0.0 0.0 0.0 0.0 0.4
Rand. Prop. 0.0 0.0 0.0 0.0 0.0 0.8
Selective Search [54] 0.2 0.5 0.1 0.2 1.5 10.9

ImpSamp (ours) 0.7 2.0 0.1 0.3 1.8 9.0
Random-K (ours) 0.7 2.4 0.2 0.5 2.9 11.7
Top-K (ours) 1.0 3.1 0.6 0.6 3.6 12.7

Table 7. Class agnostic object proposal evaluation on
MS COCO val2017. The models are trained on IN100 and for
each method, we consider the top 100 proposals. We show DETReg
identifies objects more effectively than the previous methods.

“Shuffle” in the “Proposals” column. Second, to assess the
contribution of the embedding loss Lemb, we evaluate DE-
TReg with different coefficients λe ∈ {0, 1, 2}. Finally, we
validate that performance does not drop when freezing the
backbone during training, i.e. that the performance benefits
stem from the core DETReg contributions. All models are
trained on IN100 for 50 epochs and finetuned on MS COCO.

Table 6 justifies our design choices: shuffling the region
proposals across images led to a 11.3 AP drop indicating
that the object-centric proposal are important. We further
see that the embedding loss Lemb has a relatively consistent
performance improvements with changes of ≤ 2 AP for all
setting, and we select λe = 1 based on these results. Finally,
the performance of DETReg with and without freezing the
backbone encoder is relatively consistent with changes of
0.3 AP points between the two settings.
Class Agnostic Object Detection. We examine the class
agnostic performance of DETReg variants discussed in Sec-
tion 3, as well as region proposal and pretraining approaches.
The results reported in Table 7 indicate that DETReg vari-
ants achieve improved performance over other pretraining
approaches including solely using Selective Search. This in-
dicates that coupling the object embedding and localization
components in the DETReg model improves the localization
ability. In addition, we observe that the Top-K region pro-
posal selection strategy performs best in these ablations.
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Figure 4. DETReg visualization. We show the gradient norms from the unsupervised DETReg detection with respect to the input image I
for (top) the x coordinate of the object center, (middle) the y coordinate of the object center, (bottom) the feature-space embedding, z.

Robustness to different proposal methods. We test how
DETReg performs when pretrained with Selective Search
proposals compared to Edge Box region proposals [72].
Specifically, we pretrain DETReg on IN100 and finetune
on MS COCO with 2% and 10% of random data. We find
that both variants perform similarly well with AP of 21.8 vs.
21.0 for 2% and a similar result of 36.2 for 10%.
Visualizing DETReg. Figure 4 shows qualitative ex-
amples of DETReg unsupervised box predictions with
Deformable DETR. Additionally, it shows the Saliency
Map [52] of the x/y bounding box center and the object
embedding with respect to the input image I . The first three
columns show the attention focusing on the object edges for
the x/y predictions and z for the predicted object embed-
ding. The final column shows a case where the background
plays a more important role than the object in the embed-
ding. We believe this may be due to the CNN-based encoder
focusing on the textures rather than the shapes in the region
as discussed in [21], and we view further exploration of such
characteristics as an intriguing direction for future work.

5. Limitations

DETReg’s localization pretraining task uses simple region
proposal methods for class-agnostic bounding-box supervi-
sion [3, 14, 15, 54]. While Table 7 indicates that DETReg
performance can improve beyond these methods, DETReg
class-agnostic results remain far behind supervised counter-
parts. Furthermore, our experiments focused on DETR [5]-
related architectures, but it may be possible that DETReg
applies to more traditional detection architectures, which we

leave for future work to explore. Finally, while DETReg
improves training time, transformer-based object detectors
still require significant computational resources to train.

6. Conclusion
We presented DETReg, an unsupervised pretraining ap-

proach for object detection with transformers using region
priors. Through extensive empirical study, we showed DE-
TReg learns representations in the unsupervised pretraining
stage that lead to improvements in downstream performance
for two different transformer models across three different
datasets and many settings. We believe unsupervised pre-
training holds the potential for positive social impact, mainly
because it can utilize unlabeled data and reduce the need for
massive amounts of labeled data which can be very expensive
for fields like Medical Imaging. We do not anticipate a nega-
tive impact specific to our approach, but as with any model,
we recommend careful validation before deployment.
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[3] Pablo Arbeláez, Jordi Pont-Tuset, Jonathan T Barron, Fer-
ran Marques, and Jitendra Malik. Multiscale combinatorial
grouping. In CVPR, 2014. 2, 3, 8

[4] G. Bradski. The OpenCV Library. Dr. Dobb’s Journal of
Software Tools, 2000. 3, 12

[5] Nicolas Carion, Francisco Massa, Gabriel Synnaeve, Nicolas
Usunier, Alexander Kirillov, and Sergey Zagoruyko. End-to-
end object detection with transformers. ECCV, 2020. 2, 3, 4,
5, 8, 12, 13

[6] Mathilde Caron, Ishan Misra, Julien Mairal, Priya Goyal,
Piotr Bojanowski, and Armand Joulin. Unsupervised learning
of visual features by contrasting cluster assignments. NeurIPS,
2020. 1, 2, 4, 5, 6, 7, 12

[7] Mathilde Caron, Hugo Touvron, Ishan Misra, Hervé Jégou,
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