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Abstract

Standard semi-supervised learning (SSL) using class-
balanced datasets has shown great progress to leverage un-
labeled data effectively. However, the more realistic set-
ting of class-imbalanced data — called imbalanced SSL —
is largely underexplored and standard SSL tends to under-
perform. In this paper, we propose a novel co-learning
framework (CoSSL), which decouples representation and
classifier learning while coupling them closely. To handle
the data imbalance, we devise Tail-class Feature Enhance-
ment (TFE) for classifier learning. Furthermore, the cur-
rent evaluation protocol for imbalanced SSL focuses only
on balanced test sets, which has limited practicality in real-
world scenarios. Therefore, we further conduct a com-
prehensive evaluation under various shifted test distribu-
tions. In experiments, we show that our approach outper-
forms other methods over a large range of shifted distribu-
tions, achieving state-of-the-art performance on benchmark
datasets ranging from CIFAR-10, CIFAR-100, ImageNet, to
Food-101. Our code will be made publicly available.

1. Introduction

Imbalanced data distributions are ubiquitous, and pose
great challenges for standard deep learning methods. Many
approaches have been proposed for long-tailed recognition,
where the number of (labeled) examples exhibits a long-
tailed distribution with heavy class imbalance [17, 18, 33,

,39,52]. While semi-supervised learning (SSL) in the
class-balanced setting has shown great promise, in this pa-
per we are interested in the challenging and realistic setting
of imbalanced SSL where both the labeled and the unlabeled
data are class-imbalanced, as shown in Fig. 1.

Despite a few pioneer works [30, 54], existing solutions
from long-tailed recognition and SSL do not generalize
well to this setting. On the one hand, long-tailed recog-
nition [6, 9, 19,20, 24] is not designed to utilize unlabeled
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Figure 1. Conventional recognition tasks focus on constrained
settings: long-tailed recognition does not involve unlabeled data;
semi-supervised learning (SSL) assumes class-balanced distribu-
tions for both labeled and unlabeled data. In this work, we aim at
imbalanced SSL, where the training data is partially annotated, and
both labeled and unlabeled data are not manually balanced. This
setting is more general and poses great challenges to existing al-
gorithms. A robust learning algorithm should still be able to learn
a good classifier under this setting.

data despite being good at handling data imbalance. Semi-
supervised learning (SSL) [1, 3, 4, 34, 42, 46, 48-50], on
the other hand, can effectively leverage unlabeled data but
can not address data imbalance. In certain cases, standard
SSL methods trained with imbalanced unlabeled datasets
can lead to even worse results than a simple re-balancing
method without using any unlabeled data [30], which coun-
ters the promise of SSL.

In this paper, we address the imbalanced SSL problem by
leveraging strong SSL algorithms [3, 4, 50, 55] and recent
success of decoupling representation and classifier learn-
ing from long-tailed recognition [29]. To this end, we pro-
pose CoSSL, a novel co-learning framework for imbalanced
SSL, which closely couples representation and classifier
while the training of them is decoupled. As shown in Fig.
2, CoSSL consists of three modules: semi-supervised rep-
resentation learning, classifier learning, and pseudo-label
generation. In our co-learning framework, the representa-
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tion learning module and the classifier learning module are
trained separately without the gradient exchange. Nonethe-
less, the two modules in CoSSL are still connected via a
shared encoder and pseudo-label generation. It can then
bootstrap itself by exchanging information between the two
modules: 1) a shared encoder from the representation learn-
ing is passed to classifier training for feature extraction; and
2) the enhanced classifier is used to generate better pseudo-
labels for the representation learning. We show the superi-
ority of our co-learning framework empirically, outperform-
ing previous state-of-the-art methods by a large margin, es-
pecially in the case of severe imbalance. Moreover, we pro-
pose Tail-class Feature Enhancement (TFE) for improved
classifier learning for imbalanced SSL, which utilizes unla-
beled data as a source of augmentation to enhance the data
diversity of tail classes, leading to a more robust classifier.

Furthermore, the standard evaluation protocol of long-
tailed recognition and SSL normally assumes that the test
data are from a uniform class distribution [3, 4, 7, 29, 36,

,50,51,53]. However, this is insufficient to reflect the
diversity of real-world applications, where users may have
different needs. It is strongly desired that the trained model
can perform well over a large range of varying distributions,
including those that are radically different from the training
distribution. Therefore, in this paper, we adopt the shifted
evaluation from [23], where the test data are from variously
shifted class distributions. We further distinguish between
unknown shifted evaluation and known shifted evaluation,
depending on whether test distribution is known a priori
during training. This evaluation protocol can be used for
long-tailed recognition as well.

Our contributions are: (1) We propose a novel co-
learning framework CoSSL for imbalanced SSL, which de-
couples representation and classifier learning while cou-
pling them closely via a shared encoder and pseudo-label
generation. (2) We devise a novel Tail-class Feature En-
hancement (TFE) method to increase the data diversity of
tail classes by utilizing unlabeled data, leading to more ro-
bust classifiers. (3) We propose new evaluation criteria for
imbalanced SSL and conduct a comprehensive evaluation.
CoSSL achieves new state-of-the-art results on multiple im-
balanced SSL benchmarks across a wide range of evaluation
settings.

2. Related work

Semi-supervised learning. Many efforts have been made
in various directions in SSL. For example, many recent
powerful methods [1,46,48] are based on consistency regu-
larization, where the idea is that the model should output
consistent predictions for perturbed versions of the same
input. Another spectrum of popular approaches is pseudo-
labeling [34,42,49] or self-training [47], where the model
is trained with artificial labels. Furthermore, there are many

excellent works around generative models [15,32,43] and
graph-based methods [2, 28, 38, 40]. A more comprehen-
sive introduction of SSL methods is available in [8, 60, 61].
However, none of the aforementioned works have studied
SSL in the class-imbalanced setting, in which the standard
SSL methods fail to generalize well.

Long-tailed recognition. Research on class-imbalanced
supervised learning has attracted increasing attention. In
particular, many recent efforts have been made to improve
the performance under imbalanced data by decoupling the
learning of representation and classifier head [29,36,41,51,

]. In the two-stage framework from [29], an instance-
balanced sampling scheme was first used for representation
learning. In the second stage, the classifier head is sim-
ply retrained by a class-balanced sampling. We found that
this scheme is also very competitive for imbalanced SSL
in our preliminary experiments. In contrast to this line of
works, our co-learning framework focuses on imbalanced
SSL and largely simplifies the training pipeline compared
to the two-stage framework [29]. The joint training en-
ables interaction between representation learning and clas-
sifier learning, which brings additional benefits to the final
performance. In contrast to BBN [59], which has a single
loss for two branches and learns the classifier and the rep-
resentation jointly, CoSSL independently learns classifier
and representation with different losses while still connect-
ing them via EMA and pseudo-labeling. Evaluation under
shifted distributions was also proposed by [23], however,
we take a step further and consider settings where the test-
time distribution is given or not as prior knowledge during
the training.

Imbalanced semi-supervised learning. While SSL has
been extensively studied, the setting of class-imbalanced
semi-supervised is rather under-explored. Most successful
methods from standard SSL do not generalize well to this
more realistic scenario without addressing the data imbal-
ance explicitly. Hyun et al. [26] proposed a suppressed con-
sistency loss to suppress the loss on minority classes. Kim
et al. [30] proposed Distribution Aligning Refinery (DARP)
to refine raw pseudo-labels via convex optimization. Wei et
al. [54] found that the raw SSL methods usually have high
recall and low precision for head classes while the reverse is
true for the tail classes and further proposed a reverse sam-
pling method for unlabeled data based on that. BiS [21]
implements a novel sampler which is helpful for the encoder
in the beginning but classifier in the end, however, CoSSL
trains the encoder and the classifier independently with dif-
ferent samplers and losses. In contrast to DASO [44], where
pseudo-labels are refined by two complementary classifiers,
CoSSL uses a balanced classifier, which is trained by TFE
with unlabeled data, to generate pseudo-labels. Another
concurrent work ABC [35] introduces an auxiliary classifier
which is trained in a balanced way to help the model while
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sharing the same backbone. CoSSL differs from ABC [35]
in: (1) the training of representation and classifier is de-
coupled; (2) the classifier and the encoder are actively con-
nected to help each other via pseudo-label generation; (3)
enhancing tail classes with unlabeled data.

3. CoSSL: Co-learning for imbalanced SSL

In this section, we first present the problem setup of im-
balanced semi-supervised learning (SSL). Based on this, we
introduce CoSSL, a flexible co-learning framework for im-
balanced SSL in Section 3.1.

Problem setup and notations: For a K-class classifica-
tion problem, there is a labeled set X = {(Xp,¥yn)

n € (1,..,N)} and an unlabeled set Y = {u,, : m €
(1,..., M)}, where x,,,u,, € R? are training examples and
yn € {1,..., K} are class labels for labeled examples. N
and M, denote the numbers of labeled and unlabeled ex-
amples in class k, respectively, i.e., Zszl N, = N and
21521 M;, = M. Without loss of generality, we assume
the classes are sorted by the number of training samples in
descending order, i.e., Ny > No > ... > N. The goal of
imbalanced SSL is to train a classifier f : R? — {1,..., K}
that generalizes well over a large range of varying test data
distributions.

3.1. Co-learning representation and classifier

The two-stage framework [29,36,41,51, 53] from long-
tailed recognition is quite successful for supervised learning
with imbalanced data. It decouples representation and clas-
sifier by retraining a classifier after the representation learn-
ing. While classifier re-training (cRT) [29] is out-of-the-box
a strong baseline, as we will see in the experimental section
4.1, the method has its own limitations when applied to im-
balanced SSL: (1) unlabeled data is not utilized during cRT;
(2) the two-stage training scheme makes it impossible to re-
fine the pseudo-labels, which in turn limits the quality of
feature representation learning.

This motivates us to propose CoSSL, a co-learning
framework for imbalanced SSL with a mutual interplay be-
tween representations and classifier learning. While decou-
pling the training of the representations and the classifier,
we couple them without gradient propagation, so that the
final model leverages from the interactions between all the
co-modules in our framework. As illustrated in Fig. 2,
CoSSL consists of three modules: a semi-supervised rep-
resentation learning module, a classifier learning module,
and a pseudo-label generation module. The feature encoder
from the representation learning module is shared with the
classifier module to learn a better classifier, and the im-
proved classifier is used to generate better pseudo-labels for
the representation learning module to further improve the
feature encoder. This joint framework largely simplifies the

training pipeline compared to the two-stage framework and
enables interaction between the representation learning and
the classifier learning, which brings additional benefits to
the final performance (see Section 4.5 for ablation).

Semi-supervised representation learning: The goal of the
semi-supervised representation learning module is to ob-
tain a strong feature encoder by exploring unlabeled data.
Thanks to the flexibility of our framework, we can use and
evaluate a variety of SSL methods [3, 4, 50]. Given a batch
of unlabeled data sampled from the random sampler, we
first pass the unlabeled data to the pseudo-label generation
module. Then, the unlabeled data loss is computed using
the generated pseudo-labels. Meanwhile, a batch of labeled
data is sampled by the random sampler, and the labeled data
loss is computed. The resulting encoder is accumulated into
a momentum encoder and further passed to the classifier
module for feature extraction to enhance the classifier train-
ing as shown in Fig. 2.

Classifier learning with Tail-class Feature Enhance-
ment: Inspired by the success of cRT, we train a separate
classifier in the classifier learning module and aim to further
improve it by using unlabeled data. To this end, we propose
Tail-class Feature Enhancement (TFE) that exploits unla-
beled data by blending unlabeled data features with labeled
data features while preserving the label of the labeled sam-
ple. Specifically, at each training step, we train the classifier
using blended features between labeled and unlabeled data
with labels from labeled data. We deploy a class-balanced
sampler and a random sampler to sample a labeled example
(X;,;) and an unlabeled example u;. Then the new fused
feature for classifier training is generated by:

Z2=X(x)+(1—=XN&(m;) and §=vy; (1)

where ¢ is the momentum encoder from the representation

learning module and the fusion factor A is sampled from a
uniform distribution over the interval [u, 1]. We consider
samples of A\ with a value of at least y to ensure the validity
of the label y; for the synthesized sample.

To enhance the data diversity of tail classes, we train
the classifier using different portions of fused examples in a
stochastic way. The feature blending is applied with a blend
probability that depends on the number of data for each
class so that the more labeled data a class has, the less fused
data is synthesized for classifier learning. Formally, given
a labeled example from class k, we apply feature blending
with probability P defined as:

NI - N,

P
k N

2
where Ny is the number of examples from the k-th class,
and NV is the number of examples of the first class (with
the most labeled data). Such a class-dependent blend proba-
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Figure 2. Our co-learning framework CoSSL decouples the training of representation and classifier while coupling them in a non-gradient
manner. CoSSL consists of three modules: a semi-supervised representation learning module, a balanced classifier learning module, and
a carefully designed pseudo-label generation module. The representation module provides a momentum encoder for feature extraction in
the other two modules, and the classifier module produces a balanced classifier using our novel Tail-class Feature Enhancement (TFE).
Then, pseudo-label module generates pseudo-labels for the representation module using the momentum encoder and the balanced classifier.
The interplay between these modules enhances each other, leading to both a more powerful representation and a more balanced classifier.
Additionally, our framework is flexible as it can accommodate any standard SSL methods and classifier learning methods.

Algorithm 1 Classifier training with Tail-class Feature
Enhancement

1: Input: Labeled set X, unlabeled set U, feature encoder £, parameter
u, and batch size B
2: forb=1to B do

// Sample labeled and unlabeled examples
X;,yi ~ Class-balanced sampler(X’)
u; ~ Random sampler(l/)

3
4
5:
6: Py, = NNy,
7
8
9

N // Compute the blend probabiliry
if Uniform(0, 1) < Py, then
/] Generate features by feature blending
: A ~ Uniform(p, 1)
10: Zy = M(xq) + (1 = A)é(uy)

11 b = Yi

12: else

13: // Use features of labeled data directly
15: b = Yi

16: end if

17: end for

18: return {Z, g} // Features for classifier training

bility encourages more augmented data from feature blend-
ing for tail classes, thus, improving the data diversity of tail
classes. For instance, there is no fused data for the first
class, which has the most labeled data, since P; = 0. For a
tail class with only 5% samples of the first class, the blend
probability will be as high as 95%. Note, that since fused
data share the same label with the labeled data, the class dis-
tribution is uniform during cRT as the labeled set is sampled
using a class-balanced sampler. Pseudo-code for processing
a batch of labeled and unlabeled examples can be found in
Alg. 1.

Pseudo-label generation: As standard SSL methods suffer
from biased pseudo-labels under data imbalance [30, 54],
we devise a pseudo-label generation module to generate
high-quality pseudo-labels by combining the strengths of
the representation learning module and the classifier learn-
ing module. Given a batch of unlabeled data, it first uses
the momentum encoder ¢ from the representation learning
to extract features since the representations learned from
instance-balanced sampling from SSL is the most general-
izable [29]. Then the pseudo-labels are predicted using the
classifier trained from TFE leveraging its robustness against
data imbalance. Our pseudo-label generation module re-
places the original pseudo-labeling part of the SSL algo-
rithm in the representation learning module and enables the
trained classifier to enhance representation learning. Note,
that no gradient updates happen at this step.

Overall co-learning framework: The three aforemen-
tioned modules, while being decoupled, are closely coupled
with each other in a non-gradient manner. CoSSL can then
bootstrap itself by exchanging information between them:
the representation learning module provides a momentum
encoder for better feature extraction for training classifiers
and pseudo-labeling. And the improved classifier, in turn,
generates high-quality pseudo-labels to further enhance rep-
resentation learning. Specifically, denote the overall net-
work by f, which consists of a feature extractor network
g(-) and a classifier head h(-). At training iteration ¢, the
three modules operate successively as shown in Fig. 2. (1)
For the classifier module, a batch of labeled data and unla-
beled data from X" and U/ are sampled using a class-balanced
sampler and a random sampler, respectively. Then, the fea-
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tures are extracted by a momentum encoder £(-) of g(-),
which is provided by the representation learning module.
We update & by & = m& 1 + (1 —m)g; where & = go
and m € [0, 1) is a momentum coefficient. Then, the classi-
fier h is trained using our TFE with standard cross-entropy
loss. (2) For the pseudo-label generation module, it encodes
a new batch of unlabeled data with the same momentum en-
coder &; and predicts the pseudo-labels using the classifier h
from the classifier module. (3) The generated pseudo-labels
are then fed into the representation module to compute the
unlabeled data loss. Meanwhile, a new batch of labeled data
is used in the representation module.

CoSSL fits particularly well for imbalanced SSL as the
representation module and the classifier module, despite be-
ing decoupled, can enhance each other via pseudo-labeling
and the momentum encoder, leading to both a more power-
ful representation and a more balanced classifier. We find
empirically that coupling representation and classifier with-
out explicit gradient propagation leads to a better perfor-
mance than variants with it. (see Section 4.5). Moreover,
our co-learning framework is very flexible as it can accom-
modate any standard SSL algorithm and classifier learning
method, which makes it possible to benefit from the most
advanced approaches. We present the complete algorithm
of our co-learning framework in the Appendix.

4. Experimental evaluation

In this section, we conduct extensive experiments to
evaluate the efficacy of our framework. In Section 4.1, 4.2,
and 4.3, we compare our method with existing works and
show that we achieve state-of-the-art performance for the
commonly used uniform test evaluation. Section 4.4 evalu-
ates different methods over a large range of imbalance set-
tings, and we distinguish between two cases: the distribu-
tions are unknown or known a priori during training. A de-
tailed analysis of our framework can be found in Section
4.5.

4.1. Main results on CIFAR-10 and CIFAR-100

Datasets. Following common practice [7, 13], we employ
CIFARI10-LT and CIFARI100-LT for imbalanced SSL by
randomly selecting some training images for each class de-
termined by a pre-defined imbalance ratio y as the labeled

and the unlabeled set. Specifically, we set N, = Nj-y~ =

for labeled data and M, = M - ’y*% for unlabeled
data. For results in the main paper, we use N; = 1500;
M; = 3000 for CIFAR-10 and N; = 150; M; = 300
for CIFAR-100, respectively. Following [30, 54], we re-
port results with imbalance ratio v = 50, 100 and 150 for
CIFARI10-LT and v = 20, 50 and 100 for CIFAR100-LT.
Therefore, the number of labeled samples for the least class
is 10 and 1 for CIFAR-10 with v = 150 and CIFAR-100

with v = 100, respectively. Results on more settings can be
found in Appendix.

Setup. Following [! 1, 30], we evaluate our method with
MixMatch [4], ReMixMatch [3], and FixMatch [50] un-
der the same implementation (as recommended by [45]) us-
ing Wide ResNet-28-2 [57] as the backbone. The hyper-
parameter p in Alg. 1 is set to 0.6 based on the abla-
tion study in Section 4.5. We apply TFE module in the
last 20% of iterations for faster training and better accu-
racy (see Appendix for more details). As our implemen-
tation is based on the public codebase from [30], we use
the same hyper-parameters as theirs. For example, all ex-
periments are trained with batch size 64 using Adam opti-
mizer [31] with a constant learning rate of 0.002 without
any decay. We train all models for 500 epochs, each of
which has 500 steps, resulting in a total number of 2.5 x 10°
training iterations. For all experiments, we report the aver-
age test accuracy of the last 20 epochs following [45]. For
CReST+, we use the official TensorFlow implementation.
As for data augmentation for TFE, we use the strong aug-
mentation from [50], which consists of RandAugment [12]
and CutOut [16].

Results. Table 1 and Table 2 compare our method with var-
ious SSL algorithms and long-tailed recognition algorithms
on CIFAR-10-LT and CIFAR-100-LT with various imbal-
ance ratios . Our method achieves the best performance
across all settings with significant margins over the previ-
ous state-of-the-art. Noticeably, our method is particularly
good at larger imbalance ratios. For example, we outper-
form the second-best by an absolute accuracy of 7.5% on
CIFAR-10-LT at imbalance ratio v = 150 with FixMatch,
which underlines the superiority of our method. Replac-
ing MixMatch with ReMixMatch or FixMatch as the rep-
resentation learning module can increase test accuracy on
CIFAR-10-LT at imbalance ratio v = 150 by 7.8% and
6.8%, respectively. On CIFAR-100-LT, we evaluate our
method on top of ReMixMatch and FixMatch as they give
the best performance on CIFAR-10-LT. Besides the best
performance across settings, our method also improves per-
formance for small imbalance ratios as well (4.5% higher
than the second-best at imbalance ratio v = 20 with ReMix-
Match).

4.2. Main results on Small-ImageNet-127

Dataset. ImageNet127 is originally introduced in [25] and
used by [54] for imbalanced SSL. It is a naturally imbal-
anced dataset with imbalance ratio v ~ 286 by grouping
the 1000 classes of ImageNet [14] into 127 classes based
on the WordNet hierarchy. Due to limited resources, we are
not able to conduct experiments on ImageNet127 with the

Note that the results from [30] with v = 20 are not used here because
they were produced by N1 = 300, M; = 150: https://github.
com/bbuing9/DARP/blob/master/run.sh
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CIFAR-10-LT

CIFAR-100-LT

=50 =100 =150 =20 =50 =100
vanilla 65.2%005  98.8%013 95.6%0.43 ReMixMatch [3] 51.6+1043 44.24050 39.310.43
Long-tailed recognition methods w/ Re-sampling [27] 50.0+056  42.9+0905 37.8+0.46
N w/ LDAM-DRW [ ] 54-5i0.95 47~5i0.79 42~3i0435
w/ Re-sampling [27] 64.3% 048  55.8%047r 52.2%005 w/ DARP [30] 51.94035 4471066 39.840.53
w/ LDAM-DRW [7] 68.9% 007  62.8%017 57.9%0.20 w/DARP + cRT [30] 5455040 4851001 43.7-0.81
w/ cRT [ ] 67.810'13 63.21045 59'31010 w/ CReST+ [ ] 51'3:|:0.34 455:{:0476 41-0:t0.78
SSL methods w/ CReST+ + LA [54] 51-9:|:0.60 46.6i1‘14 41~7:t0.69
MixMatch [1] 7325056 6487008 625504, w/ CoSSL 558+0.62 4891001 44di050
w/ DARP [30] 75.2% 047  67.9%014 65.8% (52 FixMatch [50] 49.61078 42.11033 37.610.48
w/ CReST+ [54] 79.0% 096  71.9% 033 68.3%¢57 w/ Re-sampling [27] 4991076 4321054 38.210.60
w/ CoSSL 80.31:‘:0‘31 76.4i1'14 73.5:{:1'25 w/ LDAM-DRW [ ] 51-1i0.45 40~4i0.46 34.7i0‘22
ReMixMatch [3] 815506 73.8%03s 69.9%0 47 w/ DARP [30] 5081077 43.14051  38.340.47
w/ Re—sampling [27] 83.6:{:0‘54 76'7:“)-24 715:!:0.64 w/ DARP + cRT [ ] 51'4i()‘68 44'9i0.54 40.4i0.7g
w/ LDAM-DRW [7] 85.91003  80.51071 76.14053 w/ CReST+ [54] 51.84012 4491050 40.1i065
w/ DARP [30] 82_110‘14 75.8*:&0'09 71.010'27 w/ CReST+ + LA [54] 52.9:|:0_()7 47~3:|:0417 42.7:5:().70
w/DARP + cRT [30]  87.3%015 83.5%007 79-Thos4 w/ CoSSL 5391078 4761057 4301061
w/ CReST+ [54] 83.7+0.15 78.84054 75.240.30
w/ CReST++ LA [54] 8421011 81.31034 7924031 Table 2. Classification accuracy (%) on CIFAR-100-LT under the
w/ CoSSL 8771021  84dios6 813103 uniform test distribution of three different class-imbalance ratios
FixMatch [50] 792005  TL5iore 68.4%0 s v. The number.s are averaged over 5 different folds. We .reproduce
w/ Re-sampling [27] 84.85001 7894063 7521040 ?111 n]umbers using the same codebase from [30] for a fair compar-
w/ LDAM-DRW [7] 8001060  73.1sos1 6915051 ison'. The best number is in bold.
X; giﬁg Er Cl]{T [30] gézigii ;giiggz ;géigiz hyper-parameters are the same as used in CIFAR-LT. As for
w/ CReST+ [54] 83.9%.0 14 TT4% 036 72.8%0.5s data augmentation of TFE, we use random crop and hori-
w/ CReST+ + LA [54]  84.910.02  80.8+020 77.5+0.74 zontal flipping. Table 3 summarizes the results on Small-
w/ CoSSL 86.8:030 8324049 8031055 ImageNet-127. CoSSL achieves the best and the second-

Table 1. Classification accuracy (%) on CIFAR-10-LT using a
Wide ResNet-28-2 under the uniform test distribution of three dif-
ferent class-imbalance ratios . The numbers are averaged over 5
different folds. We use the same code base as [30] for fair compar-
ison following [45]. Numbers with * are taken from the original
papers. The best number is in bold.

full resolution”. Instead, we propose a down-sampled ver-
sion of ImageNet127 to test the effectiveness of our method
on a large-scale dataset. Inspired by [10], we down-sample
the original images from ImageNet127 to smaller images of
32 x 32 or 64 x 64 pixels using the box method from Pillow
library (different down-sampling techniques yield very sim-
ilar performance as pointed out by [10]). Following [54],
we randomly select 10% training samples as the labeled set.
The test set is unchanged, and averaged class recall is used
to achieve a balanced metric.

Setup and results. We evaluate our method using Fix-
Match [50] with ResNet-50 [22] due to its good perfor-
mance on CIFAR. For all experiments, we train for a to-
tal number of 500 epochs. For CReST+, we train for 5
generations with 100 epoch per generation. The rest of

2One run of vanilla FixMatch on ImageNet127 on a single NVIDIA
Tesla V100 takes 10676.5 hours which is about 444 days.

best performance for image sizes 32 and 64, respectively.

Small-ImageNet-127 Food-101-LT

32x32 64x64 =50 =100
FixMatch 29.7 423 42.6 353
w/ DARP [30] 30.5 42.5 42.0 342
w/ DARP + cRT [30] 39.7 51.0 41.5 344
w/ CReST+ [54] 325 44.7 43.8 31.2
w/ CReST+ + LA [54] 40.9 55.9 47.7 36.1
w/ CoSSL 43.7 53.8 49.0 40.4

Table 3. Averaged class recall (%) on Small-ImageNet-127 and
Food-101. We test image size 32 x 32 and 64 x 64 for Small-
ImageNet-127 and v = 50 and v = 100 for Food-101.

4.3. Main results on Food-101

Dataset. To evaluate the effectiveness of our method on
high-resolution images, we use the fine-grained image clas-
sification dataset Food-101 [5]. The original dataset con-
sists of 101 food categories, with 101,000 images. For each
class, 250 manually reviewed test images are provided as
well as 750 training images. All images were rescaled to
have a maximum side length of 512 pixels. We construct
Food-101-LT for imbalanced SSL using the same way as
CIFAR-10-LT with imbalance ratio v = 50 and 100.
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] 512 256 150 128 64 32 16 8 4 2 1| =2 -4 8 -16 32  -64 -128 256 -512 Mean

Test imbalance ratio
Unknown test-time imbalance ratio
Fix 94.83 9395 93.13 9287 9124 89.11 8662 8290 7892 7358 | 67.83 | 61.83 5541 49.50 44.46 4037 36.88 33.89 3095 29.04 66.36
Fix + PC 9463 9395 9330 9295 91.54 89.89 87.87 84.89 8205 77.97 | 7349 | 68.86 63.88 5945 5570 5276 5024 4790 4577 4423 7257
Fix+vanillacRT 9478 9390 93.17 9283 9124 8924 8687 8375 8029 7554 | 7040 | 65.10 5947 5436 49.86 4635 4339 4081 3834 3661 6931
Fix + DARP 9514 9446 9373 9350 92.18 90.12 87.70 8439 81.03 7626 | 7115 | 66.12 6099 56.10 5228 4884 4575 4325 4079 39.17 70.65
Fix + CReST+ 9418 9339 9274 9245 91.05 89.04 8670 8352 8020 76.05 | 7175 | 6728 6276 5873 5568 5289 5047 4849 4661 4554 7198
Fix + CoSSL 9173 91.13 9090 90.60 89.85 89.07 87.95 86.24 84.60 82.61 | 80.40 | 7839 76.03 7419 7321 7249 7143 70.64 70.02 69.71 81.06
Known test-time imbalance ratio
Fix + PC 9498 9400 93.13 9283 91.16 89.24 87.03 8400 81.03 7731 | 7349 | 70.10 6679 6421 6269 61.89 6241 6326 6480 66.50 77.04
Fix + vanillacRT ~ 95.14 9432 9339 9325 9135 8924 8673 8345 79.85 7504 | 7040 | 6576 60.65 5667 5381 5204 5107 5109 4998 5160 7224
Fix+ DARP+PC  95.19 9446 9373 93.54 9232 9032 88.17 8553 8300 79.96 | 76.82 | 7433 7205 7088 7037 70.53 7098 7139 72.19 7307 80.94
Fix + CReST++PC 9448 9344 9274 9249 91.09 89.17 8720 8475 8260 79.86 | 77.74 | 7609 7441 7403 7440 7540 7638 7722 78.66 8029 82.62
Fix+ CoSSL+PC  92.83 91.59 9090 9031 8922 87.93 8642 8501 84.00 82.57 | 82.00 | 81.70 8172 81.66 8294 84.66 8577 86.83 87.58 8831 86.20
Table 4. Classification accuracy (%) on CIFAR-10-LT with imbalance ratio v = 150. We test different methods on top of FixMatch [50] for

known and unknown shifted distributions. Post-compensation (PC) [

Setup. We consider FixMatch [50] as the SSL algorithm
due to its good performance. We train a ResNet-50 [22] for
1,000 epochs of unlabeled dataset using a SGD optimizer
with momentum 0.9. The learning rate is set to 0.04 without
decay, with a linear warm-up for the first 5 epochs. We set
the labeled batch size as 256 and the unlabeled batch size
as 512. The EMA decay rate is 0.999. We use random crop
and horizontal flipping for TFE.

Results. Table 3 shows the results on Food-101-LT. Com-
pared to other methods, which give marginal improvements
or, in some cases, even worse performance over the base-
line, our method consistently improves the accuracy. We
outperform the second-best by 1.3% and 4.3% at imbalance
ratio y = 50 and 100, respectively.

4.4. Evaluation at unknown and known shifted test
distributions

As mentioned above, the standard evaluation under uni-
form test distribution is often limited in reflecting real-world
scenarios. To this end, we conduct a more realistic evalua-
tion by assessing different methods at shifted test distribu-
tions. Moreover, we argue that the test distribution can be
given as prior knowledge in real-world applications in some
cases. Thus, we distinguish two types of shifted evalua-
tion: known test distributions in which the test distribution
is given during training, and unknown test distributions in
which this information is unknown. When the test distribu-
tion is known, the imbalanced SSL method should be able
to accommodate the information for further improvement.

Inspired by [23], we construct shifted test sets with a
wide range of imbalance ratios. When v > 0, the number
of test examples of class & is defined as N, = Ny -y~ = ,
where class 1 has the most test data. Similarly, N, = Ny -

\fy|% when v < 0, where class 1 has the least test data,
and, thus, test set is weighted in favor of tail classes. For un-
known distributions, we train different methods and evalu-
ate them directly over a family of shifted distributions. The
mean accuracy is also reported. When the distribution is
known during training, we deploy post-compensation [23]

]is deployed to utilize the information of the known test distribution.

as a post-processing method to utilize this information for
all methods. For all experiments, we use FixMatch and train
on CIFAR-10-LT with imbalance ratio v = 150. Then, we
evaluate different methods at unknown and known shifted
test distributions varying from imbalance ratio vy = 512
to —512. All experiments are run with the same data split
and the training protocol from Section 4.1. Results of other
training settings can be found in the Appendix.

Table 4 summarizes the results. Compared to other meth-
ods, our approach has higher mean accuracy for both known
and unknown distributions, which is mainly due to the good
performance at the negative test imbalance ratios. For ex-
ample, while being lower at positive ratios, our method is
24.17% and 8.02% better than the second-best at imbal-
ance ratio v = —512 in known and unknown cases, re-
spectively. Our method also shows good robustness against
the change of test imbalance ratios. For known test distribu-
tion, as the information of test distributions is utilized dur-
ing the training in our method, we achieve a more balanced
performance under various imbalance ratios. For example,
the performance gap between v = 512 and v = —512 is
4.52% for our method compared to 14.19% for CReST+
and 22.12% for DARP. Despite the improved performance
from our method, the relatively lower results at the nega-
tive ratios also indicate that none of the existing methods,
including ours, can achieve a real balanced performance.
Note that our protocol can be applied for imbalanced super-
vised learning as well.

4.5. Ablation study

In this section, we first analyze different design choices
for CoSSL to provide additional insights into how it helps
generalization. Then, we provide detailed ablation studies
on TFE. We use CIFAR-10-LT with v = 150 as our main
ablation settings. We focus on a single split and report re-
sults for a Wide ResNet-28-2 [57] with FixMatch [50] back-
bone. For fair comparison, the same data split is used for all
experiments in this section. Ablation on other settings can
be found in Appendix.
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allow grad  76.46
CoSSL  80.24 - 71.22 blend labels with pseudo-labels ~ 73.24
- 69.16 mixUp [58]  77.36 image-level enhancement 78.92
(a) Benefits of stop-gradient two-stage  73.52 MFW [56] 7791 remove blend probability 77.90
CoSSL 80.24 TFE 80.24
hssr 78.23 TFE 80.24
heor 80.24 (c) Benefits of decoupling  (d) Different classifier learning methods in

(b) Pseudo-label generation CoSSL

(e) Design choices in TFE

Table 5. (a) Performance degrades if representation is updated with gradients from the classifier module. (b) Benefits of using classifier
learning module to generate pseudo-labels. hssr and hcr are classifiers from the representation learning and the classifier learning
module, respectively. (c¢) Both decoupled approaches (two-stage, CoSSL) show better results over the joint training. Particularly, our
co-learning achieves the best performance across settings. (d) Test accuracy of different classifier learning methods in CoSSL. (e) Design

choices in TFE.

Benefits of the co-learning framework. We attribute the
success of CoSSL to four aspects. (1) Decoupling represen-
tation and classifier is crucial for imbalanced SSL, and our
co-learning framework which further couples them closely
is superior to the standard two-stage approach. As is shown
in Table 5 (c), both decoupled training schemes (co-learning
and two-stage) show significant performance improvement
over the joint training method. In particular, our co-learning
approach CoSSL shows preferred test accuracy to the two-
stage approach across settings, which suggests the impor-
tance of coupling representation and classifier while being
decoupled. (2) It is more beneficial to not update the repre-
sentation directly with the gradient from the classifier learn-
ing module. In Table 5 (a), test accuracy shows 3.78% drop
when representation is updated with gradients from the clas-
sifier learning module. (3) Instead, it is advantageous to use
the balanced classifier h¢p, for pseudo-label generation due
to its robustness against data imbalance, as is shown in Ta-
ble 5 (b). (4) Last but not least, it is important to utilize unla-
beled data for classifier learning, and modifications we pro-
posed in TFE are important for the final performance. Table
5 (d) compares performance of different classifier learning
strategies for CoSSL. Methods that leverage unlabeled data
(MFW [56] and TFE) outperform the ones that do not (cRT
and cRT+) in most cases. In particular, TFE achieves the
best accuracy across different settings, which justifies its
importance to CoSSL.

Design choices in TFE. Dedicated to imbalanced SSL,
TFE differs from existing feature mixing approaches in
three important aspects. First, we utilize class-dependent
blend probability Pj to encourage more augmentation for
the tail classes, thus, improving the final performance as is
shown in Table 5 (e). Removing the mechanism of P, de-
creases the performance by 2.34%. Second, the fusion fac-
tor )\ is sampled from a uniform distribution between . and
1. This strategy shows better empirical results than the
commonly used beta distribution and other variants of uni-
form distribution (see Appendix). Thirdly, TFE does not ap-
ply label blending. Table 5 (e) shows a performance drop of
7.00% when labels are mixed with pseudo-labels from un-

labeled data. TFE does not only show the best performance
in our joint framework but also shows the best performance
in the two-stage framework (see Appendix D).

5. Conclusion and limitations

In this work, we study imbalanced SSL, which is a more
general setting as both labeled and unlabeled data from
imbalanced distributions. We propose CoSSL, a flexible
co-learning framework for imbalanced SSL, which decou-
ples the representation learning and classifier learning while
connecting them by sharing learned features and generated
pseudo-labels. We also design Tail-class Feature Enhance-
ment for learning the classifier with unlabeled data and en-
hancing the performance at tail classes. Integrating TFE
and strong SSL methods into our CoSSL framework, we
achieve new state-of-the-art results across a variety of im-
balanced SSL benchmarks, especially when the imbalance
ratio is large. At the evaluation, we address the limitation
of the conventional uniform protocol by evaluating meth-
ods at shifted distributions and considering known and un-
known test distribution during training. Such a compre-
hensive evaluation provides more insights into the existing
methods and uncovers limitations.

This work, however, is also subject to several limitations.
First, this paper focuses on the object recognition prob-
lem under class-imbalanced distribution. Therefore, cau-
tion must be taken when generalizing to other vision tasks.
Second, our method only considers in-class unlabeled data
whose potential class labels are covered by the labeled set.
However, there are often a large number of out-of-class un-
labeled data available in real-world applications. And they
are often mixed with in-class unlabeled data, which can be
detrimental if not properly handled. Our method, at the cur-
rent stage, is not able to handle such a case and effectively
leverage out-of-class unlabeled data, which we leave for fu-
ture work. Thirdly, as we have seen from Section 4.4, all of
the existing methods, including ours, can not achieve a real
balanced performance across test distributions. The perfor-
mance at distributions that are radically different from the
training distribution is relatively lower.
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