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Abstract

We present a method for simultaneously localizing multi-
ple sound sources within a visual scene. This task requires a
model to both group a sound mixture into individual sources,
and to associate them with a visual signal. Our method
Jjointly solves both tasks at once, using a formulation inspired
by the contrastive random walk of Jabri et al. We create a
graph in which images and separated sounds correspond
to nodes, and train a random walker to transition between
nodes from different modalities with high return probabil-
ity. The transition probabilities for this walk are determined
by an audio-visual similarity metric that is learned by our
model. We show through experiments with musical instru-
ments and human speech that our model can successfully lo-
calize multiple sounds, outperforming other self-supervised
methods.

1. Introduction

Humans have the remarkable ability to localize many
sounds at once [20]. Existing audio-visual sound localiza-
tion methods, by contrast, are generally trained with the
assumption that only a single sound source is present at a
time, and largely lack mechanisms for grouping the contents
of a scene into multiple audio-visual events.

This problem is often addressed through contrastive learn-
ing [2—4,32,39]. These methods generally produce a single
embedding for the audio, representing the sound source,
and an embedding for each image patch, representing the
sound’s possible locations. They then learn cross-modal
correspondences, such that image patches and sounds that
co-occur within the same scene are brought close together,
and pairings that do not co-occur are pulled apart. Extending
this approach to multiple sound sources seemingly requires
solving two different problems: separating the sources from
a sound mixture, and localizing them within an image.

We propose a simple model that jointly addresses both
of these problems. Our model uses cycle consistency to
group a scene into sound sources, inspired by the contrastive
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Figure 1. Cycle-consistent multi-source localization. Our model
jointly learns to separate a sound mixture into sound sources, and
to localize these sources within an image. To do this, we use a
self-supervised grouping method based on cycle-consistent random
walks. We show sound source localization results from our model.

random walk [25]. It produces multiple embedding vectors
for a sound mixture, each representing a different sound
source, and an audio-visual similarity metric that associates
them with their corresponding image content. This similarity
metric defines the transition probabilities for a random walk
on a graph whose nodes correspond to images and predicted
sound sources. Our model performs a random walk that
transitions from the audio to images, and then back. We
learn a similarity metric that maximizes the probability of
cycle-consistency (i.e., return probability) for the walk. After
training, we create an attention map between an image and
each sound source by estimating the similarity score between
the audio and visual embeddings.

Obtaining a cycle-consistent walk requires extracting
sound sources from the mixture, and associating each one
with distinct image content. Consequently, this formula-
tion has several advantages over other self-supervised audio-
visual localization methods. It separates sounds from a mix-
ture, and explicitly groups the scene into discrete sound-
making objects. The model is also simple, and can be imple-
mented as a straightforward extension of previous contrastive
methods.

We evaluate our model on synthetic and real-world sound
mixtures containing musical instruments [10,53] and human
speakers [13]. We find that, in comparison to other self-
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supervised localization methods, our model is more accurate
in localizing sounds in multi-source mixtures.

2. Related Work

Sound source separation. There has been a long his-
tory of methods for separating monaural sound mixtures.
Early work addressed this problem with probabilistic mod-
els [15,38] and recent work has tackled it via deep neural
networks [22,51]. These often use a “mix-and-separate” [53]
training procedure [26,41]. Other work combines source
separation with visual cues. Zhao et al. [53] proposed to
separate different musical instruments by associating sepa-
rated audio sources with pixels in the video, and later used
optical flow [52] to provide motion cues. Gao et al. [18]
jointly solve audio-visual speech separation with a multi-task
learning framework by incorporating cross-modal face-voice
attributes and lip motion. Tian et al. [42] jointly learn sound
separation and sounding object visual grounding, using an
approach they term cyclic co-learning. Chatterjee et al. [8]
model visual signals into scene graphs and learn to separate
sounds by co-segmenting subgraphs and associated audio.
Majumder et al. [29] introduce the active audio-visual source
separation task that an agent learns movement policies to
improve sound separation qualities. Like these works, we
jointly localize and separate sound. However, we do not gen-
erate separated audio: we obtain embeddings that represent
the separated sound sources using contrastive learning.

Audio-visual sound source localization. The co-
occurrence of audio and visual cues in videos has been
leveraged for sound source localization [19,23,35,39,43].
Researchers exploit audio-visual correspondence by
matching audio and visual signals from the same video.
Arandjelovi¢ and Zisserman [3, 4] measure the similarity
between learned image region and audio representations
and use multi-instance learning to localize sound sources.
Owens and Efros [32] use class activation maps [54] to
visualize the area contributing to solving audio-visual
synchronization tasks. Chen et al. [9] mine hard negative
image locations in cross-modal contrastive learning to
obtain better sound localization results. Hu et al. [24]
extend [4] and use clustering to generate pseudo-class labels,
achieving class-aware sound source localization with mixed
sounds. While we have a similar goal, our approach is
entirely unsupervised, and does not require semi-supervised
learning with labels, either at training or test time. Our work
is motivated by them and aims to localize different sound
sources in multi-source sound mixtures.

Audio-visual self-supervision. Apart from sound source
localization and separation, many recent works have pro-
posed to use paired audio-visual data for representation learn-
ing and other tasks as well. Owens et al. [33] learned visual

representations for materials from impact sounds. Other
work has learned features, scene structure, and geometric
properties from sounds [11, 16, 34], or learns multisensory
representations for both audio and vision [28,32,49]. Asano
et al. [5] proposed self-supervised clustering and represen-
tation learning approach for providing labels to multimodal
data. Other work has learned active speaker detection [2, 14],
up-mixing the mono audio [17, 36, 50], cross-modal distil-
lation [6,44]. We take inspiration from them and learn the
representation of mixture sounds.

Graph-based representation learning. A number of re-
cent works use graphs to learn image and video segmenta-
tion [40] and space-time correspondence [25,45,46]. Jabri
et al. [25] propose to use graphs to learn the visual corre-
spondence between several frames clipped from video, and
the graph is constructed by connecting patches in spatio-
temporal neighborhoods. Bian et al. [7] propose multi-scale
contrastive random walks to obtain pixel-level correspon-
dence between frames. We extend this approach to a multi-
modal learning domain, rather than to video representation
learning.

3. Method

Our goal is to perform multi-source audio-visual sound
localization. Given audio a and corresponding image v,
we will parse the scene into discrete sound sources and
localize them within an image. We frame this as a repre-
sentation learning problem. We produce embedding vec-
tors s1,Ss, - - - , Sk from a, representing the k visible sound
sources, and associate them with visual embeddings for im-
age regions Xj,Xa, - - , X

If we were given ground-truth correspondences between
sources s; and image regions X;, then contrastive localization
methods [3,4,39] could straightforwardly be applied to this
problem. However, the sound sources are /atent and must be
estimated from the audio. We propose to jointly solve both
problems: we produce audio embeddings from a mixture that
provide cycle consistent matches with the image regions.

Single-source localization as a random walk. As a pre-
liminary step toward solving this problem, we start by con-
sidering the simpler single-source localization problem. As
in previous work [2,4,39], we can address this problem using
contrastive learning. We learn an embedding f(x) € R®
for each image region and another embedding g(a) for au-
dio. In practice, we compute the image embeddings using
a fully convolutional network that operates on full images.
We define a cross-modal similarity metric:

6(v,a) = max f(x;) " g(a), (1)

where the pooling is performed over all image regions X;
in v. Following [4], we summarize the similarity of the
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Figure 2. Audio-visual random walks. We learn representations for separating and localizing sounds. We generate a synthetic mixture
by summing waveforms from multiple videos (we show k = 2 videos). Our model estimates embedding vectors from the audio mixture,
representing each sound source, and learns an audio-visual similarity metric that associates image regions with the extracted sources. We
solve a cycle-consistency problem in a graph. Edges connect each audio node to nodes that represent each image. A random walker is
trained to walk from each audio node to an image node, then back to the audio. Our model learns to guide the random walker to the node it
began its walk (i.e. to maximize its cycle consistency) using transition probabilities derived from the similarity function.

whole image by taking the max over all the image regions,
under the assumption that the sound source occupies a small
portion of the image. We can learn audio and visual represen-
tations using contrastive learning: v; should be more similar
to its corresponding audio track a; than to n — 1 other audio
examples. If A;5(1, 7) is the similarity between v; and a;,
these similarities can be formulated as:

L exp(d(vian)/m)
Ars(d) = S @(vi an) /)’

where 7 is a temperature hyperparameter [48]. The summa-
tion in the denominator iterates over both a; and the n — 1
other audio examples, and A;g € R™*"™, We maximize the
diagonal of A;g using the InfoNCE loss [31]:

2

1
Ecorresp = - E tr(log(AIS))a €)]

where the log is performed elementwise. After training,
the dot product between the image and audio embeddings
f(x;) " g(a) can be interpreted as the likelihood of x; being
the location of a sound source, since this conceptually repre-
sents the correlation between the visual and audio signals.

One can interpret A;g as the transition matrix of a ran-
dom walk that moves from images to sounds, and Lcorresp
as a penalty for transitioning to an incorrect sound. One
could also compute an analogous matrix Ag; by matching
from audio a; to the image v; with softmax normalization
(equivalent to normalizing columns in Eq. 2, rather than
rows, and then transposing).

Random walk with cycle-consistency. Now, suppose that
we do not know the ground-truth correspondence between
images and audio, but merely that there is an unknown, one-
to-one relationship between the separated audio embeddings
and images. We use a cycle consistent random walk to jointly
learn the audio embeddings and associate them with images.

We are given a synthetic sound mixture containing &
components, created by summing k different waveforms,
along with the corresponding k£ images they were taken
from (we use k = 2 in our experiments). We construct a
directed graph containing nodes for each sound source and
each image. Its edges lead from sound sources to images
and back (Figure 2), with transition probabilities determined
by audio-visual similarity. A random walker in this graph
starts from an audio node s;, travels to an image node v;
and arrives at another audio node s;.

Inspired by recent works on visual correspondence [25,
46], we use a cycle-consistency loss to guide the random
walker. While we do not know whether a given s; and v;
pair belong to the same audio event, we do know that there
should be a one-to-one relationship between images and
sounds. As in Eq. 2, we compute a matrix A;g € RFXF
such that A;s(i, j) measures the similarity between image
embedding v; and audio embedding v;. We encourage audio
to return to itself with high probability in the random walk:

1
Leye = L tr(log(AsrArs)). )

Under this loss, the model is encouraged to maximize the
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Figure 3. Multi-source localization results on synthetic mixtures from the VGGSound-Instruments and VoxCeleb2 datasets. We provide
a comparison of localization maps generated by different methods. We show the two localization maps generated by our model’s two
embeddings. The color of the image region indicates its localization score, with the red regions having higher scores. We show failure cases

in the last row of each dataset.

probability of associating a sound to highly discriminative
image regions—those that can successfully select this sound
over all others. Since the embeddings are produced from
a sound mixture, a natural choice is to represent its sound
sources. After training, the dot products f(x;) " g(s;) convey
the location of each of the k& sound sources.

Data augmentation. We found that our models could of-
ten quickly drop the cycle consistency loss (Eq. 4) to low
values, since high-dimensional embedding vectors are of-
ten cycle-consistent by chance. We encourage the model
to learn other useful invariances by using randomly-shifted
versions of the audio when computing the transition matrix
Ajg, resulting in a matrix we call A;g/ (Fig. 2).

4. Experiments

We evaluate our model on single- and multi-source sound
localization for scenes containing musical instruments and
human speech.

4.1. Implementation

Image encoder. We use ResNet-18 [21] as the backbone
for the image encoder. During the training, each frame
is randomly cropped and resized to 224 x 224. During
inference, we directly resize the images without cropping.

We encode the image such that the feature map will be down-
sampled to % X 1% x C dimensional embedding vectors.
We [, normalize them along the channel axis, following [48].
During testing, for the synthetic VGGSound and VoxCeleb2
datasets, we concatenate two images so that input of the
image encoder is 448 x 224 and the output score map is
28 x 14. This will keep the aspect ratio of images similar
during training and testing. For all other experiments, we use
224 x 224 images and 14 x 14 score maps. We apply bilinear

interpolation to upsample score maps for all the methods.

Audio encoder. We use a ResNet-18 network [21] to ex-
tract k different [o-normalized C'-dimensional feature vectors
from a 0.96s of sound, using a log-mel spectrogram input
representation. We compute different embedding vectors for
audio nodes by applying different fully connected layers to
the final pooled convolutional features. We use dot product
between image and audio features to calculate the similarity
score between image regions and audio nodes.

Hyperparameters. During training, we use the Adam op-
timizer [27] with a learning rate of 10~* on MUSIC and
VGGSound dataset, and a learning rate of 1075 on VoxCeleb
dataset. We use a batch size of 128 and set the temperature
7 = 0.07 following [48]. We set the feature dimension
C = 128. When processing the audio, the sounds are resam-
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Single sound source

Multiple sound sources

MUSIC-Solo MUSIC-Synthetic MUSIC-Duet
AP AUC IoU@0.5 CAP PIAP AUC CloU@0.3 CAP PIAP AUC CloU@0.3

Semi-supervised Hu et al. [24] 43.6 51.4 - - 23.5 323 - - 22.1 30.2
P Sound of Pixels + Matching [24, 53] 43.3 40.5 - - 11.8 8.1 - - 16.8 16.8

OTS [4] 69.3 358 26.1 114 176 10.2 3.7 354 428 183 132

OTS-mix [4] 53.8 339 17.5 169 274 73 0 238 282 12.0 2.0

Self-supervised Attention [39] - 38.7 37.2 - - 123 6.4 - - 194 21.5
DMC [23] 38.0 29.1 - 16.3 7.0 - - 21.1 17.3
Ours 67.9 40.6 29.2 34.0%  39.7 20.2* 21.3* 474% 539 21.2*% 26.3*

Table 1. Sound source localization performance on MUSIC dataset. Following previous work [24,39], [oU@0.5 measures ratio of successful
samples at 0.5 threshold. Similarly, CIoU@0.3 measures the ratio of successful samples at 0.3 threshold. * indicates that the method might

benefit from taking the best matching pairs (see Section 4.4).

pled to 16kHz. The 0.96s audio clips are converted to mel
spectrograms of size 193 x 64 via the Short-Time Fourier
Transform (STFT) using 64 mel filter banks, a window size
of 160, and a hop length of 80.

4.2. Dataset

MUSIC. The MUSIC dataset [53] contains 11 instruments,
in both solos and duets. We use the same training/testing
splits as in Hu et al. [24]. The MUSIC-Synthetic dataset [24]
contains concatenated images with frames from four videos,
and the audio is synthesized such that there are two instru-
ments making sounds while the other two are silent. The
MUSIC-Duet dataset is a subset of MUSIC that contains
duets videos with two instruments playing sounds. We use
the solo videos, MUSIC-Solo, to evaluate the performance of
single sound source localization, and use MUSIC-Duet and
MUSIC-Synthetic datasets when evaluating multiple sound
source localization, using the same annotations as [24].

VGGSound-Instruments. We also evaluate on VG-
GSound [10]. Each video in VGGSound only has a single
category label. Analogous to [4], we filtered and sampled 37
video classes of musical instruments with 32k video clips of
10s length, and we call this subset VGGSound-Instruments.
The category list is provided in the supplementary mate-
rial. For evaluation, we filtered and annotated segmentation
masks for 446 high-quality video frames'. When evaluat-
ing multi-source localization, we randomly concatenate two
frames, resulting in 448 x 224 input images, and obtain
sound mixtures by summing their waveforms.

Human speech. VoxCeleb2 dataset [13] is a large-scale
audio-visual speaker recognition dataset containing over 1.5k
hours of video for 6,112 celebrities. For evaluation, we use
a face detector to annotate face segmentation masks for 1k
random samples in the test set. We follow the same strategy
as in VGGSound-Instruments to create a synthetic multi-
speaker synthetic evaluation set.

IThese annotations can be found at https: //web.eecs.umich.
edu/~ahowens/mix—localize/

4.3. Evaluated methods

We compare our model with several other audio-visual
learning methods. When re-implementing, we use ResNet-
18 as our backbone architecture to ensure fair comparisons.

Self-supervised methods. We compare our model with
several variants of the model from Arandjelovi¢ and Zis-
serman [4], which we call OTS. We follow the model ar-
chitecture of [24] to implement the methods, which uses
ResNet-18 to extract the features and global max pooling
layer for the fused attention map. We keep the data prepos-
sessing and network architectures the same as our method
when re-implementing them. We also created a variation of
OTS that is trained on synthetic mixtures and concatenated
video frames, following [24]. We call this method OTS-
mix. In contrast to approaches that use multiple frames from
videos [1,2,37,53] or require extra manual labels [24,35],
these two methods only use one frame and are trained in a
fully self-supervised manner.

Semi-supervised methods. We also consider the semi-
supervised, multi-source methods proposed for musical in-
strument localization in Hu ef al. [24]. At training time, these
methods cluster the features of training data and match the
clusters with ground-truth labels. The sounding and silent
visual areas can be obtained by retrieving similarity maps
corresponding to the clusters. Since this method uses ground-
truth labels to match the clustering result with the classes, we
consider it to be semi-supervised. Additionally, we compare
with a variant of Sound of Pixels [53] from [24], in which the
model predicts 11 different score maps, and uses the training
set labels to match the predictions with different classes. We
call this method Sound of Pixels + Matching.

4.4. Evaluation of sound source localization

We evaluate these methods on both single- and multi-
source sound localization. Unlike methods that produce only
one localization map for all the sounding objects in the scene,
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OTS OTS-Mix  Ours #1 Ours #2  Ours (both)

(a) MUSIC-Duet

OTS-Mix  Ours #1

Ours #2 Ours (both)

(b) MUSIC-Synthetic

Figure 4. Multi-source sound localization on the MUSIC dataset [52,53]. We show failure cases in the last two rows.

Single source Multiple sources

AP AUC IoU@0.3 CAP PIAP AUC CloU@O0.1
E OTS [4] 473 245 25.7 232 376 108 511
é OTS-mix [4] 37.0 209 24.9 18.1 307 108 50.7
(>D Ours 447 321 49.6 21.5% 374 15.5% 73.1%
(.:o: OTS [4] 439 235 6.2 204 326 7.0 15.8
8 OTS-mix [4] 214 64 6.2 10.7 182 4.1 15.8
2 - - LT T T
S Ours 46.1 277 35.4 20.1% 354 14.2* 17.4%

Table 2. Sound source localization performance on VGGSound-
Instruments and VoxCeleb2 datasets.

our method localizes multiple objects (by producing k local-
ization maps). We therefore expect our method to perform
approximately as well when compared with other methods
on single sound-source localization, and to outperform these
methods on multiple sound localization.

Evaluation of single sound source localization. We eval-
uate the single sound source localization performance fol-
lowing [24,39]. Given the ground truth bounding boxes or
object segmentation mask, we compute the Intersection over
Union (IoU) and Area Under Curve (AUC) according to
the predicted sounding area. For methods such as Objects
that Sound [4] (OTS) that produce one output, we take the
produced single sounding area to compute the score. For our
method, since there are 2 sounding area maps (correspond-

ing to 2 audio nodes), we take the average of these maps as
the final sounding area. When computing the scores, we use
a threshold of 0.4 for our method in all experiments. For
other methods, we choose the best threshold for each method
according to the performance on validation set. Additionally,
to avoid judging the methods based on a fixed threshold, we
also use pixel-wise average precision (AP) [12].

Evaluation of multiple sound source localization. We
follow [24] and use Class-aware IoU (CIoU) when evalu-
ating multiple sound source localization. Analogously, we
propose to use class-aware average precision (CAP) to pro-
vide a threshold-less evaluation metric. The CAP score is
calculated as:

>y OLAPy

CAP =
Zszl Ok

; ®)

where AP;, measures the pixel-wise average precision for
the class k. The indicator d;, indicates whether an object of
class k is making sound. Since our method does not have
class labels (i.e., we do not know which localization map
corresponds to which object), we use a modified version of
CAP for our method, where we evaluate both pairings of the
predicted and ground-truth labels, and report the best. Since
this provides a potential unfair advantage to our method, we
also introduce another metric called permutation-invariant
average precision (PIAP). When computing this score, we
take the average of the sounding area maps and compute the
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average precision using the ground truths of all sounding
objects.

4.4.1 Single-source localization

We evaluate the performance of single sound source local-
ization on MUSIC-Solo, VGGSound-Instruments and Vox-
Celeb2. Under this evaluation setup, the input audio to the
models is original unmixed audio instead of mixture sounds.
The results are shown in Table 1 and Table 2. It can be
seen that our method performs approximately equally well
on single sound source localization when compared with
other methods. This suggests that our method is capable of
localizing a single sound source. We find that when the input
audio is from a single source (i.e., unmixed), the model tends
to predict two similar localization maps. We note that these
single-source sounds were not explicitly provided during
training.

4.4.2 Multi-source localization

Quantitative results. We evaluate the multiple sound
source localization performance on MUSIC-Duet, MUSIC-
Synthetic, VGGSound-Instruments and VoxCeleb2 datasets
in Table 1 and Table 2. The comparison with other work
shows that our proposed method achieves better performance
on the multiple sound source localization task. We note that
our method does not use labels (unlike [24]), or multiple
frames (unlike [53]). Instead of taking synthetic data as
input as [24], we use the unmodified images in the dataset,
which might be the reason why our method performs better
on MUSIC-Duet than MUSIC-Synthetic. The experiment
results indicate that the proposed cycle-consistency approach
leads to improvements in multi-source sound localization.

Qualitative results. In Figure 3 and Figure 4, we visualize
the localization maps generated by these methods. It can
be seen that models based on Objects that Sound (OTS) [4]
mainly focuses on one of the sounding objects, rather than all
sounding objects, while our method spreads the probability
to all objects. In particular, the audio features obtained by
our approach group the visual regions corresponding to both
sound sources. For the qualitative results on VoxCeleb2, we
found that the model fails more often when the gender of the
two speakers is the same.

4.5. Ablation study

We also explore a number of variants of our model for
training the self-supervised audio-visual system. We com-
pare our model with several other designs. We keep all the
settings the same except the loss function.

Image-audio-image cycle. We consider cycles that start
from image nodes, rather than audio nodes. This walk starts

MUSIC-Synthetic MUSIC-Duet
CAP PIAP AUC CIoU@0.3 CAP PIAP AUC CloU@0.3

Corre 126 16.0 73 0.0 193 211 17.8 7.7
ISI 11.0 164 73 0.0 197 249 17.5 7.6
Permute 18.2* 244  9.1* 0.4% 24.0% 281 19.5% 12.4*

Ours 34.0% 397 20.2* 21.3* 47.4% 539 21.2% 26.3%

Table 3. Ablation study. We evaluate the sound source localization
performance on MUSIC-Synthetic and MUSIC-Duet datasets for
each ablation model. Corre denotes the mixed correspondence
model while Permute represents the model with permutation invari-
ant loss.

at an image, goes to the audio nodes, and finally cycles back
to the image nodes. The two image nodes here are sampled
from the same video, such that the semantic meaning of the
nodes does not change. The similarity between two images,
therefore, is evaluated by the probability that they reach each
other on a cross-modal random walk. This model minimizes
the loss:

1
L1 = % tr(IOg(AISASI))- (6)

We call this model the /ST model, due to the image-sound-
image path that the random walker takes.

Mixed correspondence loss. To test whether the model
benefits from cycle-based training (rather than other model
differences), we compared with a model trained with the In-
foNCE [31] loss with exactly the same input (a single frame
and mixed audio). Since we do not know the association
between audio nodes and image nodes, we modify Eq. (2) to
account for it, i.e.,

Sk exp(p(vi,s?)/7)
Ars(isj) = > s oD B(vis)/T) (7

where s\ is one of the & audio embeddings generated by
the mixed audio for example j, S is the set of all audio
embeddings in the batch, and ¢ is defined as in Eq. (2). In
contrast to our method, this loss obtains significantly more
negative samples by obtaining them from other examples in
the batch.

Permutation invariant loss. Inspired by audio source sep-
aration methods [22, 47], we ask whether the association
between audio and images can be learned from a permu-
tation invariant loss. We consider all possible pairings of
image and audio embeddings, and select the one with the
largest total similarity. For k = 2, this loss is:

EPIT = - max(¢(vi7 Sl) + ¢(Vj7 SQ))
P(vi,82) + B(vj,81)),

where v; and v; are a pair of images used to create a syn-
thetic mixture, and s; and s, are the audio embeddings

®)
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Figure 5. Ablation study. We visualize the score maps for these
methods on MUSIC-Synthetic and MUSIC-Duet dataset. Corre
denotes the mixed correspondence model while Permute represents
the model with permutation invariant loss.

produced from their mixed sound. While this loss is simi-
lar to Loy (Eq. 4), it creates a “hard” association between
images and audio embeddings via the max operation. By
contrast, the random walk model makes “soft” assignments
between the embeddings that during learning provides a
gradient signal for both possible pairings.

Results. We evaluated multi-source localization on
MUSIC-Synthetic and MUSIC-Duet datasets in Table 3. In
Figure 5, we visualize the score maps predicted by these
methods. These methods fail to produce different and cor-
rect localization maps for the two audio nodes, indicating
they fail to produce different audio embeddings for each
sound source. It can be seen that our method outperforms all
these variants.

Although the IST model is also based on cycle consistency,
it does not learn to explicitly separate the two audio nodes.
By contrast, our model needs to create two distinct embed-
dings for the audio nodes in order to successfully complete
a cycle. Compared to mixed correspondence loss, which
uses other images and audio in the batch as the negative
samples for contrastive learning, our method instead takes
advantage of other audio nodes derived from the same mixed
audio. This will also encourage the model to separate differ-
ent audio nodes. Moreover, unlike the permutation invariant
model that requires a “hard” correspondence for every pair
of images and audio, our method allows the model to assign
a probability to the graph edge.

5. Discussion

In this paper, we have proposed a simple, self-supervised
method for visually localizing sounds in audio mixtures.
Our approach is based on learning a cycle-consistent random
walk on a graph that connects nodes defined by the images

and sound. We showed that our method identifies and seg-
ments multiple sound sources more accurately than other
self-supervised methods based on traditional audio-visual
correspondence learning.

Our results suggest that cycle-consistent random walks
can be used to successfully group the contents of a multi-
modal scene into distinct objects. We hope that these tech-
niques can be combined with tracking-based cycle consis-
tency [25,46] to group the scene contents over time as well.
We also hope this approach provides further directions for
the study of cross-modal learning. One such direction is
to directly combine explicit source separation [22] with the
“implicit” source separation we obtain through contrastive
learning.

Limitations. Our released models are limited in scope to
the benchmark video datasets they were trained on. Since
these are popular datasets, information about their biases is
publicly available. As in other audio-visual speech work [30]
the learned models may learn to correlate visual properties
of a speaker with their voice, making them susceptible to
bias.
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