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Abstract

Deep learning models tend to forget their earlier knowl-
edge while incrementally learning new tasks. This behavior
emerges because the parameter updates optimized for the
new tasks may not align well with the updates suitable for
older tasks. The resulting latent representation mismatch
causes forgetting. In this work, we propose ELI: Energy-
based Latent Aligner for Incremental Learning, which first
learns an energy manifold for the latent representations
such that previous task latents will have low energy and the
current task latents have high energy values. This learned
manifold is used to counter the representational shift that
happens during incremental learning. The implicit regu-
larization that is offered by our proposed methodology can
be used as a plug-and-play module in existing incremental
learning methodologies. We validate this through extensive
evaluation on CIFAR-100, ImageNet subset, ImageNet 1k
and Pascal VOC datasets. We observe consistent improve-
ment when ELI is added to three prominent methodologies
in class-incremental learning, across multiple incremental
settings. Further, when added to the state-of-the-art incre-
mental object detector, ELI provides over 5% improvement
in detection accuracy, corroborating its effectiveness and
complementary advantage to the existing art. Code is avail-
able at: https:// github.com/ JosephKJ/ ELI.

1. Introduction

Learning experiences are dynamic in the real-world, re-
quiring models to incrementally learn new capabilities over
time. Incremental Learning (also called continual learn-
ing) is a paradigm that learns a model M7t at time step
t, such that it is competent in solving a continuum of
tasks 7; = {71, 72, -+, 7¢} introduced to it during its life-
time. Each task 7; contains instances from a disjoint set of
classes. Importantly, the training data for the previous tasks
{71, -+, 7t—1} cannot be accessed while learning 7, due to
privacy, memory and/or computational constraints.

We can represent an incremental model M7, as a com-
position of a latent feature extractor ]—' and a trailing net-
work }';—* that solves the task using the extracted features:
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Figure 1. We illustrate an Incremental Learning model trained on a
continuum of tasks in the top part of the figure. While learning the
current task 7¢ (zoomed-in), the latent representation of Task 71
data gets disturbed, as shown by red arrows. ELI learns an energy
manifold, and uses it to counteract this inherent representational
shift, as illustrated by green arrows, thereby alleviating forgetting.

MTi(x) = (.7-";; o FJ*)(x); where x € T;. A naive ap-
proach for learning incrementally would be to use data sam-
ples from the current task 7; to finetune the model trained
until the previous task M7¢-1. Doing so will bias the inter-
nal representations of the network to perform well on 7, in-
turn significantly degrading the performance on old tasks.
This phenomenon is called catastrophic forgetting [ 13, 35].
The incremental learning problem requires accumulat-
ing knowledge over a long range of learning tasks with-
out catastrophic forgetting. The main challenge is how to
consolidate conflicting implicit representations across dif-
ferent training episodes to learn a generalized model ap-
plicable to all the learning experiences. To this end, ex-
isting approaches investigate regularization-based methods
[2,23,24,29,40,55] that constrain @ and ¢ such that the
model performs well on all the tasks. Exemplar replay-
based methods [7, 8, 21, 33, 41] retain a subset of data-
points from each task, and rehearse them to learn a con-
tinual model. Dynamically expanding models [34, 44, 45],
enlarge 6 and ¢ while learning incrementally.
Complementary to the existing methodologies, we in-
troduce a novel approach which minimizes the represen-
tational shift in the latent space of an incremental model,
using a learned energy manifold. The energy modeling of-
fers a natural mechanism to deal with catastrophic forget-
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ting which we build upon. Fig. | illustrates how our pro-
posed methodology, ELI: Energy-based Latent Aligner for
Incremental Learning, helps to alleviate forgetting. After
learning the current task 7, the features from the feature
extractor (referred to as latents henceforth), of the previous
task data z7* = FJ'(x), x € 7 drift as shown by the
red arrows. The first step in our approach is to learn an
energy manifold where the latent representations from the
model trained until the current task M7t have higher en-
ergy, while the latents from the model trained till the pre-
vious task M7¢=1 have lower energy. Next, the learned
energy-based model (EBM) is used to transform the previ-
ous task latents z7* (obtained via passing the previous task
data through current model) which had drifted away, to al-
ternate locations in the latent space such that the representa-
tional shift is undone (as shown by the green arrows). This
helps alleviate forgetting in incremental learning. We ex-
plain how this transformation can be achieved in Sec. 3. We
also present a proof-of-concept with MNIST (Fig. 3) which
mimics the above setting. The latent space visualization and
accuracy regain after learning the new task correlates with
the illustration in Fig. 1, which reinforces our intuition.

A unique characteristic of our energy-based latent
aligner is its ability to extend and enhance existing con-
tinual learning methodologies, without any change to their
methodology. We verify this by adding ELI to three promi-
nent class-incremental methods: iCaRL [41], LUCIR [20]
and AANet [31] and the state-of-the-art incremental Object
Detector: iOD [22]. We conduct thorough experimental
evaluation on incremental versions of large-scale classifi-
cation datasets like CIFAR-100 [25], ImageNet subset [4 1]
and ImageNet 1k [9]; and Pascal VOC [12] object detec-
tion dataset. For incremental classification experiments, we
consider two prominent setups: adding classes to a model
trained with half of all the classes as first task, and the
general incremental learning setting which considers equal
number of classes for all tasks. ELI consistently improves
performance across all datasets and on all methods in incre-
mental classification settings, and obtains impressive per-
formance gains on incremental Object Detection, compared
to current state-of-the-art [22], by 5.4%, 7% and 3% while
incrementally learning 10, 5 and a single class respectively.
To summarize, the key highlights of our work are:

* We introduce a novel methodology ELI, which helps to
counter the representational shift that happens in the la-
tent space of incremental learning models.

* Our energy-based latent aligner can act as an add-on mod-
ule to existing incremental classifiers and object detec-
tors, without any changes to their methodology.

* ELI shows consistent improvement on over 45 experi-
ments across three large scale incremental classification
datasets, and improves the current state-of-the-art incre-
mental object detector by over 5% mAP on average.

2. Related Work

Incremental Learning: In this setting a model consistently
improves itself on new tasks, without compromising its per-
formance on old tasks. One popular approach to achieve
this behaviour is by constraining the parameters to not devi-
ate much from previously tuned values [7, 10,28,32,41,52].
In this regard, knowledge distillation [19] has been used
extensively to enforce explicit regularization in incremen-
tal classification [7,28,4 1] and object detection [15,21,46]
settings. In replay based methods, typically a small sub-
set of exemplars is stored to recall and retain representa-
tions useful for earlier tasks [0, 20, 24, 32, 41]. Another
set of isolated parameter learning methods dedicate sepa-
rate subsets of parameters to different tasks, thus avoiding
interference e.g., by new network blocks or gating mecha-
nisms [1,31,38,39,44]. Further, meta-learning approaches
have been explored to learn the update directions which are
shared among multiple incremental tasks [22,40,43]. In
contrast to these approaches, we propose to learn an EBM
to align implicit feature distributions between incremental
tasks. ELI can enhance these existing methods without any
methodological modifications, by enforcing an implicit la-
tent space regularization using the learned energy manifold.

Energy-based Models: EBMs [26] are a type of maximum
likelihood estimation models that can assign low energies to
observed data-label pairs and high energies otherwise [11].
EBMs have been used for out-of-distribution sample detec-
tion [30,47], structured prediction [4, 5, 48] and improving
adversarial robustness [1 1, 17]. Joint Energy-based Model
(JEM) [14] shows that any classifier can be reinterpreted as
a generative model that can model the joint likelihood of
labels and data. While JEM requires alternating between
a discriminative and generative objective, Wang et al. [49]
propose an energy-based open-world softmax objective that
can jointly perform discriminative learning and generative
modeling. EBMs have also been used for synthesizing im-
ages [3,53,56,57]. Xie et al. [54] represents EBM using a
CNN and utilizes Langevin dynamics for MCMC sampling
to generate realistic images. In contrast to these methods,
we explore the utility of the EBMs to alleviate forgetting
in a continual learning paradigm. Most of these methods
operate in the data space, where sampling from the EBM
would be expensive [56]. Differently, we learn the energy
manifold with the latent representations, which is faster and
effective in controlling the representational shift that affects
incremental models. A recent unpublished work [27] pro-
poses to replace the standard softmax layer of an incre-
mental model with an energy-based classifier head. Our
approach introduces an implicit regularization in the latent
space using the learned energy manifold which is funda-
mentally different from their approach, scales well to harder
datasets and diverse settings (classification and detection).
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3. Energy-based Latent Aligner

Our proposed methodology ELI utilizes an Energy-
based Model (EBM) [26] to optimally adapt the latent rep-
resentations of an incremental model, such that it alleviates
catastrophic forgetting. We refer to the intermediate feature
vector extracted from the backbone network of the model as
latent representations in our discussion. After a brief intro-
duction to the problem setting in Sec. 3.1, we explain how
the EBM is learned and used for aligning in Sec. 3.2. We
conclude with a discussion on a toy experiment in Sec. 3.3.

3.1. Problem Setting

In the incremental learning paradigm, a set of tasks
Ti = {71, 72, -+, 7} is introduced to the model over time.
T; denotes the task introduced at time step ¢, which is com-
posed of images X" and labels y™ sampled from its cor-
responding task data distribution: (x;*,y;*) ~ pJ,,- Each
task ¢, contains instances from a disjoint set of classes. We
seek to build a model M7t, which is competent in solv-
ing all the tasks 7;. Without loss of generality M7t can be
expressed as a composition of two functions: M7 (x) =
(.7-';; o]—'(;rt )(x), where Fg‘ is a feature extractor and .7-';" is
a classifier in the case of a classification model and a com-
posite classification and localization branch for an object
detector, solving all the tasks 7; introduced to it so far.

While training M7t on current task 74, the model does
not have access to all the data from previous tasks'. This
imbalance between present and previous task data can bias
the model to focus on the latest task, while catastrophically
degrading its performance on the earlier ones. Making an
incremental learner robust against such forgetting is a chal-
lenging research question. Regularization methods [2, 23],
exemplar-replay methods [8,33,41] and progressive model
expansion methods [34,44,45] have emerged as the standard
ways to address forgetting. Our proposed methodology is
complementary to all these developments in the field, and is
generic enough to serve as an add-on to any such continual
learning methodology, with minimal overhead.

3.2. Latent Aligner

We perform energy-based modeling in the latent space
of continual learning models. Our latent aligner approach
avoids the need to explicitly identify which latent represen-
tations should be adapted or retained to preserve knowledge
across tasks while learning new skills. It implicitly identi-
fies which representations are ideal to be shared between
tasks, preserves them, and simultaneously adapts represen-
tations which negatively impact incremental learning.

Let us consider a concrete incremental learning setting
where we introduce a new task 7; to a model that is trained

I'Such restricted memory is considered due to practical limitations such
as bounded storage, computational budget and privacy issues.

Energy-based Latent Aligner (ELI)
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Figure 2. We learn an energy manifold using the latent representa-
tions of the current task data passed though the current model F, (,Tt

and previous model fgt ~'. This manifold is used to align the la-
tents from 7;_; that were shifted while learning the new task.

to perform well until the previous tasks M7¢~1. Training
data to learn the new task is sampled from the correspond-
ing data distribution: (x}*,y;*) ~ pJ,,. We may use any
existing continual learning algorithm A, to learn an incre-
mental model M7¢. The latent representations of M 7¢-1
would be optimized for learning 7, which causes degraded
performance of M7t on the previous tasks. Depending on
the efficacy of A, M7t can have varying degrees of effec-
tiveness in alleviating the inherent forgetting. Our proposed
method helps to undo this representational shift that hap-
pens to previous task instances, when passed through M7t

As illustrated in Fig. 2, in the first step, we learn an en-
ergy manifold using three ingredients: (i) images from the
current task: x ~ pgjm, (ii) latent representations of x from
the model trained till previous task: z7¢-1 = ]-'g’t ~!(x) and
(iii) latent representations of x from the model trained till
the current task: z7¢ = ]-"g; (x). An energy-based model
E, is learned to assign low energy values for z7t-1, and
high energy values for z’¢. Next, during inference, the
learned energy manifold E, is used to counteract the rep-
resentational shift that happens to the latent representations
of previous task instances when passed through the current
model: z7t = ]-'eTt (x) where x € T;_;. Due to the rep-
resentational shift in the latent space, z’* will have higher
energy values in the energy manifold. We align z”* to alter-
nate locations in latent space such that their energy on the
manifold is minimized, as illustrated in right part of Fig. 2.
These shifted latents demonstrate less forgetting, which we
empirically verify through large scale experiments on incre-
mental classification and object detection in Sec. 4.

It is interesting to note the following: 1) Our method
adds implicit regularization in the latent space without mak-
ing any changes to the incremental learning algorithm A,
which is used to learn M7t 2) ELI does not require access
to previous task data to learn the energy manifold. Current
task data, passed though the model }'(32’1 indeed acts as a
proxy for previous task data while learning the EBM.

3.2.1 Learning the Latent Aligner: EBM:s provide a sim-
ple and flexible way to model data likelihoods [ 1]. We use
continuous energy-based models, formulated using a neu-
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ral network, which can generically model a diverse range
of function mappings. Specifically, for a given latent fea-
ture vector z € RP in ELI, we learn an energy function
Ey(z) : RP — R to map it to a scalar energy value. An
EBM is defined as Gibbs distribution py;,(z) over Ey(z):

)
py(z) = |, exp (—Ey(z))dz’

(1

where [ exp (—Ey(z))dz is an intractable partition func-
tion. EBM is trained by maximizing the data log-likelihood
on a sample set drawn from the true distribution py;.(2):

L) = Egnp,,. [l0g py (2)]. @)

The derivative of the above objective is as follows [51]:

O L(V) = Barpyye [=0p By (2)]+ Esnp,, [0 By (2)]. (3)

The first term in Eq. 3 ensures that the energy for a sam-
ple z drawn from the true data distribution p.,. will be
minimized, while the second term ensures that the samples
drawn from the model itself, will have higher energy val-
ues. In ELI, py.e corresponds to the distribution of latent
representations from the model trained till the previous task
at any point in time. Sampling from p,(x) is intractable
owing to the normalization constant in Eq. 1. Approxi-
mate samples are recursively drawn using Langevin dynam-
ics [36,50], which is a popular MCMC algorithm,

A
Ziy1 = Z; — §aZE¢(Z) + \&wi, Wi ~ N(O, I) (4)

where A is the step size and w captures data uncertainty.
Eq. 4 yields a Markov chain that stabilizes to an stationary
distribution within few iterations, starting from an initial z;.

Algorithm 1 illustrates how the energy manifold is
learned in ELI. The energy function Fy, is realised by a
multi-layer perceptron with a single neuron in the output
layer, which quantifies energy of the input sample. It is
Kaiming initialized in Line 1. Until a few number of iter-
ations, we sample mini-batches from the current task data
distribution p;’;m. Next, the latent representation of the
data in the mini-batch is retrieved from the model trained
until the previous task ]—"g—t ~" and the model trained till the
current task .7-"97—’*, in Line 4 and 5 respectively. From here
on, we prepare to compute the gradients according to Eq. 3,
which is required for training the energy function. The first
term in Eq. 3 minimizes the expectation over in-distribution
energies, which is computed in Line 7, while the second
term maximizes the expectation over out-of-distribution en-
ergies (Line 8). The Langevin sampling which is required
to compute the out-of-distribution energies takes the la-
tents from the current model as initial starting points of the
Markov chain, as illustrated in Line 6. Finally, the loss is
computed in Line 9 and the energy function £, is optimized
with RMSprop [18] optimizer in Line 10.

Algorithm 1 Algorithm LEARNEBM

Input: Feature extractor of model trained till current task:
]-"Z,—t; Feature extractor of model trained till previous
task: ]—";rt ~'; Data distribution of the current task: p! , .

1: Iy «Initialize the Energy function.
2: while until required iterations do

3: X~ Dita > Sample a mini-batch

4: A f;’l(x)

5: 2zt fg—t (x)

6 zZ:;mple 4 < Sample from EBM with z”* as starting
points. > Refer Equation 4

7: in_dist_energy + Ey(z7:1)

8 out_of_dist_energy < E, (zZ}zmple @)

Loss < (—in_dist_energy + out_of_dist_energy)
> Refer Equation 3
10: Optimize Fy, with Loss.

11: return Iy

3.2.2 Alignment using ELI: After learning a task 7, in an
incremental setting, we use Algorithm 1 to learn the energy
manifold. This manifold is used to align the latent represen-
tations of previous task instances from the current model
M7t using Algorithm 2. The gradient of energy function
E,, with respect to the latent representation z is computed
(Line 2). These latents are then successively updated to
reduce their energy (Line 3). We repeat this for Lgseps
number of Langevin iterations. The aligner assumes that
a high-level task information is available during inference
i.e., whether a latent belongs to the current task or not.

Algorithm 2 Algorithm ALIGNLATENTS

Input: Latent vector to be adapted: z; EBM: E,,; Number
of Langevin steps: Lg¢cps; Learning rate: A
1: while until L., iterations do
2 grad < V,Ey(z)
3: Z < 7 — A*xgrad
4: return z

3.3. Toy Example

Our methodology is build on a key premise that latent
representations of an incremental learning model will get
disturbed after training on new tasks, and that an energy-
based manifold can aid in successfully mitigating this un-
warranted representational shift in a post-hoc fashion. In
Fig. 3, we present a proof-of-concept that our hypoth-
esis indeed holds. We consider a two task experiment
with incremental MNIST, where the first task is to learn
the first 5 classes, while the second is to learn the rest:
Ti = {ro...7a}y and T3 = {75...79}. We first learn
MTi(x) = (.7-";(1 o FJ')(x), where x € T;, and then in-

crementally update it to M72(x) = (}'(17;2 0 FJ?)(x), where
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Figure 3. A key hypothesis that we base our methodology is that while learning a new task, the latent representations will get disturbed,
which will in-turn cause catastrophic forgetting of the previous task, and that an energy manifold can be used to align these latents, such
that it alleviates forgetting. Here, we illustrate a proof-of-concept that our hypothesis is indeed true. We consider a two task experiment on
MNIST; 71 = {70, 71,72, 73,74}, T2 = {75, 76, 77, T8, To }. After learning the second task, the accuracy on 77 test set drops to 20.88%,
while experimenting with a 32 dimensional latent space. The latent aligner in ELI provides 62.56% improvement in test accuracy to
83.44%. The visualization of a 512 dimensional latent space after learning 73 in sub-figure (c), indeed shows cluttering due to representa-
tional shift. ELI is able to align the latents as shown in sub-figure (d), which alleviates the drop in accuracy from 89.14% to 99.04%.

x € 7T3. When evaluating the Task 1 classification accu-
racy using (}';—1 o0 FJ?)(x), where x € T{°**, we see catas-
trophic forgetting in action. There is a significant drop in
performance from 99.2% to 20.9%, when we use a 32 di-
mensional latent space. Let fgu represent our proposed
latent aligner. While re-evaluating the classification accu-
racy using (]-"‘17;1 o FpH 0 FJ?)(x), where x € T7°5, we see
an improvement of 62.6% to 83.4%. We also try increasing
the latent space dimension to 512. Consistent to our earlier
observation, we observe a drop in accuracy from 99.54% to
89.14%. ELI helps to improve it to 99.04%. The absolute
drop in performance due to forgetting is lower than the 32
dimensional latent space because of the larger capacity of
the model. The visualization of latent space in sub-figure
(c) also suggests more cluttering. Sub-figure (d) explicitly
reinforces the utility of ELI to realign the latents. Specif-
ically, note how Class 3 latents which were intermingled
with Class 2 latents are now nicely moved around in the la-
tent space by ELI. These results strongly motivate the utility
of our method. By making }—g’z more stronger using main-
stream incremental learning methodologies, we would im-
prove the performance further. We illustrate this on harder
datasets for class-incremental learning and incremental ob-
ject detection setting in Sec. 4.1 and Sec. 4.2 respectively.

4. Experiments and Results

We conduct extensive experiments with incremental
classifiers and object detectors to evaluate ELI. To the best
of our knowledge, ours is the first methodology, which
works across both these settings without any modification.
Protocols: In both problem domains, we study class-
incremental setting where a group of classes constitutes an
incremental task. For class-incremental learning of classi-
fiers, we experiment with two prominent protocols that ex-
ist in the literature: a) train with half the total number of
classes as the first task [20,3 1], and equal number of classes

per task thereafter, b) ensure that each task (including the
first) has equal number of classes [7, 24, 38,41]. The for-
mer tests extreme class incremental learning setting, where
in the 25 task setting we incrementally add only two classes
at each stage for a dataset with 100 classes. It has the ad-
vantage of learning a strong initial classifier as it has ac-
cess to half of the dataset in Task 1. The later setting has a
uniform class distribution across tasks. Both these settings
test different plausible dynamics of an incremental classi-
fier. For incremental object detection, similar to existing
works [22,37,46], we follow a two task setting where the
second task contains 10, 5 or a single incremental class.

Datasets and Evaluation Metrics: Following existing
works [7, 20, 22, 31,41, 46] we use incremental versions
of CIFAR-100 [25], ImageNet subset [41], ImageNet 1k
[9] and Pascal VOC [12] datasets. CIFAR-100 [25] con-
tains H0k training images, corresponding to 100 classes,
each with spatial dimensions of 32 x 32. ImageNet-subset
[41] contains 100 randomly selected classes from ImageNet
datasets. We also experiment with the full ImageNet 2012
dataset [9] which contains 1000 classes. In contrast to
CIFAR-100, there are over 1300 images per class with
224 x 224 size in both ImageNet-subset and ImageNet-1k.
Pascal VOC 2007 [12] contains 9963 images, where each
object instance is annotated with its class label and location
in an image. Instances from 20 classes are annotated in Pas-
cal VOC. Average accuracy across tasks [31,41] and mean
average precision (mAP) [12] is used as the evaluation met-
ric for incremental classification and detection, respectively.

Implementation Details: Following the standard practice
[31,41], we use ResNet-18 [16] for CIFAR-100 experi-
ments and ResNet-32 [16] for ImageNet experiments. We
use a batch size of 128 and train for 160 epochs. We start
with an initial learning rate of 0.1, which is decayed by 0.1
after 80" and 120*" epochs. The EBM is a three layer neu-
ral network with 64 neurons in the first two layers and sin-
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Table 1. The table shows class-incremental learning results when our latent aligner ELI is added to three prominent and top-performing

incremental approaches [20,31,

]. ELI is able to provide additional latent space regularization to these methods, consistently improving

them across all the settings. The green subscript highlights the relative improvement. Refer to Sec. 4.1 for detailed analysis.

Settings — ‘ Half of all the classes is used to learn the first task ‘ Same number of classes for each task
Datasets — | CIFAR-100 | ImageNet subset | CIFAR-100 | ImageNet subset
Methods Venue ‘ 5 Tasks 10 Tasks 25 Tasks ‘ 5 Tasks 10 Tasks 25 Tasks ‘ 5 Tasks 10 Tasks 20 Tasks ‘ 5 Tasks 10 Tasks 20 Tasks

iCaRL [41] CVPR 17/56.97 53.28 50.98 58.24 51.6 49.02 61.59 60.05 57.81 71.46 65.25 60.21
iCaRL + ELI 63.68 1671 58.92 ;564 54.00 +3.02 68.94 +10.73 61.48 +988 06.11 ;7,08 70.13 +8.54 67.81 +7.75 63.06 +5.25 78.51 +7.04 71.66 +6.41 66.77 +6.56
LUCIR [20] CVPR 19|64.37 62.57 59.91 71.38 68.99 64.65 62.01 58.95 54.2 74.22 67.97 62.2
LUCIR + ELI 66.06 . 1.9 63.50 40,93 60.30 4039|7458 1321 71.62, 261 66.35,171]64.55 1249 59.51 ;056 54.98 1 0.78|75.38 4 1.16 70.28 1231 65.51 4331
AANet [31] CVPR 21|67.53 66.25 64.28 70.84 70.3 69.07 63.89 60.94 56.88 65.86 54.13 44.96
AANet + ELT 68.78 , 125 66.62 037 64.72 ,044|73.54 ;273 T1.82 15 70.32, 125|66.36 247 61.72, 078 57.65 4 0.77|67.43 ;157 55.47 134 46.93 ; 1.97

10 Task Setting

5 Task Setting

25 Task Setting

40
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Task ID
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Figure 4. Here, we plot the average accuracy after learning each incremental task on ImageNet 1k dataset. ELI is able to consistently

improve iCaRL [41], LUCIR [20] and AANet [
improvement to the three base methods. (Best viewed in color)

gle neuron in the last layer. The features that are passed
on to the final softmax classifier of the base network, are
used for learning the EBM. It is trained for 1500 iterations
with mini-batches of size 128. The learning rate is set to
0.0001. We use 30 langevin iterations to sample from the
EBM. We found that keeping an exponential moving av-
erage of the EBM model was effective. The implementa-
tions of the three prominent class-incremental methodolo-
gies (ICaRL [41], LUCIR [20] and AANet [31]) follows the
official code from AANet [31] authors, released under an
MIT license. They use an exemplar store of 20 images per
class. Note that our latent aligner does not use exemplars.
The iCaRL inference is modified to use fully-connected lay-
ers following Castro et al. [7]. All results are mean of three
runs. We use an incremental version of Faster R-CNN [42]
for object detection experiments, following iOD [22]. The
2048 dimensional penultimate feature vector from the Rol
Head is used to learning the EBM.

4.1. Incremental Classification Results

We augment three popular class-incremental learning
methods: iCaRL [41], LUCIR [20] and AANet [31] with
our proposed latent aligner. Table 1 showcases the results
on CIFAR-100 [25] and ImageNet subset [41] datasets. As
explained earlier, we conduct experiments on the setting
where half of the classes are learned in the first task, and

] on 5 task, 10 task and 25 task setting. On average, we see 8.17%, 3.05% and 2.53%

when all tasks has equal number of classes. In the former,
we group 10, 5 and 2 classes each to create 5, 10 and 25
learning tasks respectively, after training the model on 50
initial classes. In the second setting, we group 20, 10 and
5 classes each to create 5, 10 and 20 incremental tasks. We
see consistent improvement across all these settings when
we add ELI to the corresponding base methodology. In both
the settings, the improvement is more pronounced on harder
datasets. LUCIR [20] and AANet [3 1] use an explicit latent
space regularizer in their methodology. ELI is able to im-
prove them further. Simpler methods like iCaRL [41] bene-
fit more from the implicit regularization that ELI offers (this
aspect is explored further in Sec. 5.1). In Fig. 4, we plot the
average accuracy after learning each task in 5 task, 10 task
and 25 task settings on ImageNet 1k. We see a similar trend,
but with larger improvements on this harder dataset. When
added to iCaRL [41], LUCIR [20] and AANet [31], ELI
provides 8.17%, 3.05% and 2.53% improvement on aver-
age in ImageNet 1k experiments, respectively.

When we consider adding same number of classes in
each incremental task, simple logit distillation provided by
iCaRL [41], along with our proposed latent aligner outper-
forms complicated methods by a significant margin. This
is because the feature learning that happens with half of the
classes in the first task, is a major prerequisite for good per-
formance of approaches like LUCIR [20] and AANet [31].
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Table 2. Incremental Object Detection is evaluated in a two task setting with Pascal VOC 2007 dataset [12]. We consider adding 10, 5
and one class (highlighted in color ) to a detector trained on the rest of the classes. When added to the state-of-the-art incremental Object
Detector iOD [22], ELI provide a competitive improvement of 5.4%, 7% and 3% mAP in 10 + 10, 15+ 5 and 19+ 1 settings respectively.

10 + 10 Setting aero cycle bird boat bottle bus car cat chair cow table dog horse bike person plant sheep sofa train tv mAP
All 20 794 833 732 594 626 817 86.6 83 564 816 719 83 854 815 827 494 744 751 796 736 752
First 10 786 186 72 545 639 815 87 782 553 844 - - - - - - - - - - 734
Std Training 357 9.1 166 73 9.1 182 9.1 264 9.1 6.1 576 571 726 675 739 335 534 611 665 57 373
Shmelkov et al. [46]  69.9 704 694 543 48 68.7 789 684 455 581 597 727 735 732 66.3 295 634 616 693 622 63.1
Faster ILOD [37] 728 757 712 605 617 704 833 766 531 723 367 709 668 67.6 66.1 247 63.1 481 57.1 436 622
ORE [21] 63.5 709 589 429 341 762 807 763 341 66.1 56.1 704 802 723 818 427 716 681 71 677 64.6
iOD [22] 76 746 675 559 576 751 854 71 437 708 60.1 664 76 72.6 74.6 39.7 64 60.2 68.5 60.5 663
iOD + ELI 785 81.6 738 655 632 802 877 825 524 812 555 731 805 765 804 422 688 66 726 70.8 717
15 + 5 Setting aero cycle bird boat bottle bus car cat chair cow table dog horse bike person plant sheep sofa train tv mAP
All 20 794 833 732 594 626 817 86.6 83 564 816 719 83 854 815 827 494 744 751 796 736 752
First 15 78.1 826 742 61.8 639 804 87 81.5 577 804 73.1 808 858 816 839 - - - - - 532
Std Training 127 0.6 91 91 3 0 85 91 0 3 9.1 0 33 23 9.1 376 512 578 515 598 16.8
Shmelkov ez al. [46]  70.5 792 688 59.1 532 754 794 788 466 594 59 758 71.8 786 69.6 337 615 631 717 622 659
Faster ILOD [37] 665 781 718 546 614 684 826 827 521 743 631 786 80.5 784 804 367 617 593 679 59.1 679
ORE [21] 754 81 67.1 519 557 772 856 81.7 461 762 554 767 862 785 82.1 328 63.6 547 777 646 685
iOD [22] 784 797 669 548 562 777 846 79.1 477 75 618 747 81.6 715 80.2 37.8 58 546 173 56.1 67.8
iOD + ELI 80.1 858 736 688 663 852 875 841 599 812 746 837 853 779 803 452 634 662 716 695 74.8
19 + 1 Setting aero cycle bird boat bottle bus car cat chair cow table dog horse bike person plant sheep sofa train tv mAP
All 20 794 833 732 594 626 817 86.6 83 564 816 719 83 854 815 827 494 744 751 79.6 736 752
First 19 763 773 684 554 597 814 853 803 478 781 657 715 835 762 712 466 714 658 765 - 67.5
Std Training 16.6 9.1 91 91 91 83 353 91 0 223 9.1 9.1 9.1 13.7 9.1 9.1 231 9.1 154 507 143
Shmelkov et al. [46] 694 793 695 574 454 784 79.1 805 457 763 648 772 808 775 70.1 423 675 644 767 627 683
Faster ILOD [37] 642 747 732 555 537 708 829 826 51.6 79.7 587 788 81.8 753 714 431 738 617 698 611 68.6
ORE [21] 673 768 60 484 588 811 865 758 415 796 546 728 859 817 824 448 758 682 757 60.1 68.9
iOD [22] 782 715 694 55 56 784 842 792 466 79 632 785 827 791 799 441 732 663 764 576 702
iOD + ELI 847 792 737 60.1 618 828 854 829 513 827 645 823 829 759 787 507 739 747 767 592 732

Figure 5. In these qualitative results of incremental Object Detection, instances of plant, sheep, sofa, train and tvmonitor were intro-
duced to a detector trained on the rest. We detect instances of old and new classes alike. More results are in supplementary materials.

b\cyce 1

4.2. Incremental Object Detection Results

Following the standard evaluation protocol [22, 46] for
incremental object detection, we group classes from Pascal
VOC 2007 [12] into two tasks. Three different task combi-
nations are considered here. We initially learn 10, 15 or 19
classes, and then introduce 10, 5 or one class as the second
task, respectively. Table 2 shows the results of this exper-
iment. The first two rows in each section give the upper-
bound and the accuracy after learning the first task. The
‘Std Training’ row shows how the performance on previous
classes deteriorate when simply finetuning the model on the
new class instances. The next three rows titled Shmelkov ef
al. [46], Faster ILOD [37] and ORE [21] show how exist-
ing methods help to address catastrophic forgetting. We add
ELI to iOD [22], the current state-of-the-art method, to im-
prove its mAP by 5.4%, 7% and 3% while adding 10, 5 and
one class respectively, to a detector trained on the rest. This
improvement can be attributed to the effectiveness of ELI

in aligning the latent representations to reduce forgetting.
These results also demonstrate that ELI is an effective plug-
and-play method to reduce forgetting, across classification
and detection tasks. Fig. 5 shows our qualitative results.

5. Discussions and Analysis

51 ELTasanIm- 7 £
plicit Regularizer: s : B 2
To showcase the ef- ? By im o
fectiveness of the N SNlaE cB-E -:.E
implici i 69 § g e f::
plicit regulariza- NLE N | E § &
ton that ELL of- o7 \ARE § C N
fers, we remove the 65 § g § i § g
explicit latent regu- 3 NERE N@RE NESS
. . 5 Tasks 10 Tasks 25 Tasks
larization term (re- s AANet  AANet + ELI
ferred to as ER in = AANet - ER = AANet - ER + ELI

Fig. 6) from our top
performing method

Figure 6. ELI as an Implicit Regular-
izer on ImageNet subset.
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Table 3. We vary the number of
Langevin steps Lgteps, required to
sample from the EBM. The latents get
aligned even within a few steps.

Table 4. We change the number of iter-
ations for training the EBM in Algo. 1.
The EBM converges within 1k iterations,
with moderate improvement thereafter.

Table 5. We vary the architecture of the
EBM here. i and o refers to input and output
layer, while the values in-between represent
the number of neurons in each layer.

#of steps 5 Tasks 10 Tasks 25 Tasks # of iterations 5 Tasks 10 Tasks 25 Tasks Architecture 5 Tasks 10 Tasks 25 Tasks
5 63.30  58.61 52.81 10 56.90  53.85 49.02 i-o 60.97  57.52 53.92
10 63.66  58.85 53.49 100 60.53  57.08 50.41 i-64-0 6372 59.02 54.59
20 63.63  58.90 53.76 1000 63.60  58.88 53.66 i-64-64-0 63.68  58.92 54.00
30 63.68  58.92 54.00 1500 63.68 5892 54.00 i-64-64-64-0 6371 58.9 54.44
60 6373 59.01 54.07 2000 63.80  58.97 54.03 i-256-256-0  63.53  58.68 54.16
90 6379  58.97 54.04 3000 63.67  58.85 54.06 i-512-512-0  63.66  58.66 54.00

AANet [31] on ImageNet subset [41] experiments. There sample from EBM in Algo. 2. ELI is able to align latents

is a consistent drop in accuracy when ER is removed from
the base method (green bars). ELI is able to improve the
performance of such a model by 5.41%, 3.58% and 2.57%
on 5, 10 and 25 task experiments respectively (violet bars).
We note that the gain is more significant when we compare
with adding ELI to AANet with explicit regularization, cor-
roborating the effectiveness of our implicit regularizer.

5.2  Aligning the Final Layer Logits: ELI aligns
the latent representations from the feature extractor z =
}'07‘ (x). An alternative would be to align the final logits
]—'l" (]-'gf (x)). We re-evaluate incremental CIFAR-100 ex-
periments in this setting. We find that latent space alignment
is more effective than aligning the logit space (referred to
as ‘+ Logit Aligner’ in Tab. 6). This is because the logits
are specific to the end task while the latent representations
model generalizable features across tasks.

5.3 Aligning across Different-sized Latent Spaces: ELI
can align latent representations of varied dimensions. Our
toy experiment on MNIST uses 32 and 512 dimensional la-
tent space, while CIFAR-100 experiments use a 64 dimen-
sional space. ImageNet and Pascal VOC experiments uses
a latent space of 512 and 2048 dimensions each.

5.4 Sensitivity to Hyper-parameters: We alter parameters
that can affect the ELI performance in Tab. 3, 4 and 5. The
experiments are on CIFAR-100 in ‘iCaRL + ELI” setting.
The highlighted rows represent the default configuration.
Number of Langevin Steps: In Tab. 3, we experiment with
changing the number of Langevin steps L;cps required to

Table 6. Latent representations alignment is more effective than
aligning logits. Subscripts show change in accuracy from baseline.

Method 5 Tasks 10 Tasks 25 Tasks
iCaRL [41] 56.97 53.28 50.98
iCaRL [ ] + L()git Aligner 57.97 +1.00 54.42 +1.14 51.49 +0.51
iCaRL [41] + ELI 63.68 671 58.92.564 54.00 302

LUCIR [20] 64.37 62.57 59.91
LUCIR [20] + Logit Aligner  62.50_;37 61.67 .99 59.22 .69
LUCIR [20] + ELI 66.06 ;160 63.504093 60.30 4039

AANet [31] 67.53 66.25 64.28
AANet [ ] + LOgit Aligner 66.16 . 1.37 65.29 0.96 63.81 . 0.47
AANet [31] + ELI 68.78 1125 66.62,037 64.72, 044

with very few number of steps as the energy manifold is
adept in guiding the alignment of latent representations.
Number of Iterations Required: While training the EBM
using Algo. 1, we change the number of iterations required,
and report the accuracy in Tab. 4. At around 1000 iterations,
the EBM converges. Increasing the number of iterations
further, does not lead to significant improvement.
Architecture: We experiment with EBM models of different
capacities in Tab. 5. We find that using a smaller architec-
ture or a significantly larger architecture does not help. We
see this as a desirable characteristic since we learn the en-
ergy manifold of the latent space and not the data space.
5.5 Compute and Memory: We record the compute,
memory and time requirements of ELI for CIFAR-100.
We use a single Nvidia Tesla K80 GPU for these met-
rics. The EBM, which is a two layer network with 64 neu-
rons each, has 8.385K parameters and takes 1.057M flops
when trying to learn 64 dimensional latent features. It takes
0.039+£0.003 secs to sample from this EBM when aligning
64 dimensional latents. We use 30 Langevin iterations for
sampling. Mini-batch size is 128 for both the experiments.

6. Conclusion

We demonstrate the use of energy-based models (EBMs)
as a promising solution for incremental learning, by extend-
ing their natural mechanism to deal with representational
shift. This is achieved by modeling the likelihoods in the
latent feature space, measuring the distributional shifts ex-
perienced across learning tasks and in-turn realigning them
to optimize learning across all the tasks. Our proposed ap-
proach ELIL, is complementary to existing methods and can
be used as an add-on module without modifying their base
pipeline. ELI offers consistent improvement to three promi-
nent class-incremental classification methodologies when
evaluated across multiple settings. Further, on the harder in-
cremental object detection task, our methodology provides
significant improvement over state-of-the-art.
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