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Abstract

Thanks for the cross-modal retrieval techniques, visible-
infrared (RGB-IR) person re-identification (Re-ID) is
achieved by projecting them into a common space, allow-
ing person Re-ID in 24-hour surveillance systems. How-
ever, with respect to the probe-to-gallery, almost all ex-
isting RGB-IR based cross-modal person Re-ID methods
focus on image-to-image matching, while the video-to-
video matching which contains much richer spatial- and
temporal-information remains under-explored. In this pa-
per, we primarily study the video-based cross-modal per-
son Re-ID method. To achieve this task, a video-based
RGB-IR dataset is constructed, in which 927 valid iden-
tities with 463,259 frames and 21,863 tracklets captured
by 12 RGB/IR cameras are collected. Based on our
constructed dataset, we prove that with the increase of
frames in a tracklet, the performance does meet more
enhancement, demonstrating the significance of video-to-
video matching in RGB-IR person Re-ID. Additionally, a
novel method is further proposed, which not only projects
two modalities to a modal-invariant subspace, but also ex-
tracts the temporal-memory for motion-invariant. Thanks
to these two strategies, much better results are achieved on
our video-based cross-modal person Re-ID. The code and
dataset are released at: https://github.com/VCM-
project233/MITML.

1. Introduction

Person re-identification (Re-ID) [17,25,43, 54] focuses
on matching probe pedestrian images with the gallery sets.
Due to multiple views which are non-overlapped, there
are significant changes in human body postures, illumina-
tion and backgrounds, leading a large challenge to Re-ID.
Thanks to the rapid development of deep learning, various
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Figure 1. Advantages of video-based cross-modal person Re-ID.
If two persons enjoy similar appearances, video data can also pro-
vide discriminative temporal-information that image data is un-
available. Specifically, the person wearing the black T-shirt is quite
similar to the person wearing the blue T-shirt under the IR camera
(shown in the red box), while their specific arm postures in the
motions give the discriminative features (shown in the green box).

deep end-to-end approaches [3, 22-24] have been studied,
greatly enhancing the Re-ID performance.

Despite the achievement of aforementioned methods,
most of them are heavily dependent on the RGB images,
so that the lighting for the cameras is essential. However,
this constraint is too strict, especially at night, making the
collected RGB data uninformative and failing to achieve
person Re-ID. Fortunately, most surveillance cameras can
automatically switch from RGB to the infrared (IR) mode
if the lighting is unavailable. In contrast to RGB images,
IR images are capable of preserving the information under
invisible lighting and showing pedestrians clearly. Thus, in
order to achieve person Re-ID in 24-hour surveillance sys-
tems, the RGB-IR based visible-infrared (cross-modal) per-
son Re-ID [6,25,39] provides a promising strategy. For in-
stance, Wu et al. [39] first collected an RGB-IR dataset and
proved the feasibility for these two modalities matching. In-
spired by this work, various cross-modal Re-ID works were
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then studied.

Although the cross-modal person Re-ID methods fill the
gap between RGB images and IR images, they are only
single-image based tasks. In the data collection, pedestrians
originally appear in the video databases, containing mul-
tiple frames in each tracklet. Intuitively, the video-based
data contains much richer visual information than a single
image [53]. In some specific cases, it is indeed difficult
to identify two persons with similar appearances if only a
single image is given. This case is more difficult for the
infrared modality, and even the human beings cannot guar-
antee the correctness. In contrast to still images, the video
is an image sequence containing the spatial and temporal-
information, so that the beneficial motion information can
be exploited for the discriminative identification. For in-
stance, as displayed in Fig. 1, two images captured from two
persons enjoy similarity under the IR camera. However, the
person wearing the black T-shirt has the specific arm pos-
ture in the motion, compared with the person wearing the
blue T-shirt. Thanks to such motion characteristics, more
discriminative information is provided for us to achieve a
more robust and accurate identification model. Thus, it is
quite significant to replace the still-images with videos in
cross-modal person Re-ID.

To address this problem, in this paper, the video-based
cross-modal Re-ID is studied. In comparison to image-
based cross-modal Re-ID, the video-based cross-modal Re-
ID further aims to exploit the temporal-information for ro-
bust feature extraction. In contrast to the existing video-
based RGB Re-ID methods, our focused work additionally
extracts the consistency between RGB and IR modalities.

In order to achieve the video-based cross-modal Re-ID,
an associated database is inevitable. Although Wu et al.
[39] has presented an RGB-IR dataset, it only focuses on
the image-based retrieval, being far away from our video-
based requirement. To substantiate our task, we primarily
construct a video-based RGB-IR database named HITSZ
Video Cross-Modal (HITSZ-VCM) Re-ID dataset. The
comparison between our collected dataset and existing Re-
ID datasets is listed in Tab. 1. Different from SYSU-MMO1
[39] which only collected the RGB images and IR images
via 4 RGB cameras and 2 IR cameras, we set 12 cameras
to capture both RGB and IR videos and much more valid
identities are collected. Totally, 927 valid identities includ-
ing 11,785/ 10,078 tracklets and 251,452 / 211,807 images
with or free from masks for RGB and IR modalities are ob-
tained, respectively.

For the video-based cross-modal Re-ID, the spatial- and
temporal-information among each tracklet do contribute
to the performance improvement. In this paper, a base-
line method is first applied to our constructed dataset,
demonstrating the significance of video-based cross-modal
Re-ID. Specifically, we follow Ye er al’s [49] base-

line on image-based cross-modal Re-ID and add a mod-
ule to utilize the temporal-information. Additionally, we
also propose a novel method named Modal-Invariant and
Temporal-Memory Learning (MITML). Two modalities are
transformed to get modal-invariant but id-related features
through an adversarial strategy, so that the gap between
RGB and IR modalities is relieved. Referring to the motion
information in a tracklet, we also propose a temporal mem-
ory refinement module to extract the temporal-information.
Thanks to these two strategies, the Re-ID performance on
our dataset is further improved.
Overall, the main contributions of this paper are:

¢ We construct a video-based RGB-IR database, allow-
ing the study on video-based cross-modal person Re-
ID. Different from existing Re-ID works, to the
best of our knowledge, this is the first work which
jointly takes cross modalities and videos into ac-
count, defining a challenging task.

* We introduce a baseline to prove the significance of
video-based cross-modal person Re-ID. In detail, by
embedding a temporal-information exploitation mod-
ule, the cross-modal person Re-ID performance meets
a continuous increase when the number of images in a
tracklet rises.

* A novel method named Modal-Invariant and
Temporal-Memory Learning (MITML) is addi-
tionally proposed by more efficiently removing
modal-variance and exploiting motion information.
Experimental results substantiate the superiority of
our proposed method.

2. Related Works
2.1. Visible-infrared Person Re-ID

Visible-infrared person Re-ID handles person retrieval
between different modalities, which is implemented by
setting RGB cameras and IR cameras. Considering the
poor illumination condition in some cases, especially at
night, this cross-modal task does enjoy practical signifi-
cance. Thanks to the image-based RGB-IR person Re-ID
dataset constructed by Wu et al. [39], many cross-modal
Re-ID technologies have been studied, most of which are
based on metric learning [9, 13, 18, 206, 4547, 51], fea-
ture learning [31, 44-47,49,51], and adversarial learning
[4,4,6,28,28,33,36,38], etc.

As for metric learning and feature learning, Ye et al.
[46] extracted multi-modal shareable features in the fea-
ture learning stage, after which heterogenous features are
projected into a common space and measured by the met-
ric learning. Hao er al. [13] maps the extracted features
onto a hypersphere manifold, in which differences be-
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tween two samples are calculated based on angles. Dif-
ferent from angle measurement in [13], Feng et al. [9]
utilized the Euclidean constrain to shrink the cross-modal
gap. In [51], inter-modality and intra-modality variations
are firstly taken into account, and the discriminative features
are then learned through a top-ranking loss. Ye ef al. [47]
then extended [51] by introducing a bi-directional center-
constrained top-ranking loss, further improving the image
based person Re-ID performance.

Additionally, the generative adversarial network (GAN)
[11] has also been widely applied to cross-modal Re-ID
tasks. Dai et al. [6] embedded a discriminator into the
network, enforcing the features from two modalities to be
unclassified in an adversarial way. In [36], by introduc-
ing the CycleGAN [55], an RGB image is transformed to
an IR version, while its id-information is preserved. So is
the IR image. Furthermore, some researchers [4, 28] also
achieved feature learning in an adversarial and disentan-
glement learning way. Particularly, Choi et al. [4] disen-
tangled id-discriminative features and id-excluded features
from cross-modal images, which are then combined to gen-
erate modal-different but id-consistent images. However,
this strategy encounters a large computational complexity
and some generated images with poor quality do give an
inferior influence on the performance.

Apart from aforementioned methods, Ye et al. [48] ad-
ditionally focused on the image properties of RGB/ IR im-
ages. For instance, a novel joint learning strategy by chan-
nel augmentation and simulating random occlusions is pro-
posed. Moreover, image alignment [31] and pattern align-
ment [40] are also exploited to alleviate the discrepancies.

2.2. Video-based Person Re-ID

Different from image-based person Re-ID, video-based
person Re-ID represents a person by a sequence of im-
ages, providing temporal-information and a richer appear-
ance [50]. Generally, existing methods mainly adopt RNN
[27, 29,42, 52], temporal pooling (average or weighted)
[5, 10,41, 42], optical flow [2, 29, 52], and 3D convolu-
tion [12, 21, 27], etc. For instance, Xu et al. [42] took
original person images and corresponding optical flow as
the network inputs, so that the motion consistency for a
person in different periods is ensured. Then, features ex-
tracted from the CNN-RNN module are utilized to compute
attention vectors, selecting informative frames over the se-
quence. A novel Spatial and Temporal Memory Networks
(STMN) [8] is proposed, in which features for spatial dis-
tractors that frequently emerge across video frames, as well
as attentions optimized for typical temporal patterns, are
both stored. Furthermore, Aich et al. [1] designed a flexi-
ble feature processing module which can be used in any 3D
convolutional block for the Re-ID task. Thanks to this mod-
ule, complementary person-specific appearance and motion

information are well captured. Besides, 3D graph con-
volution is also introduced for video-based Re-ID. Liu et
al. [27] employed context-reinforced topology to build a
graph, which successfully encodes contextual information
and physical information of the human body. By apply-
ing the 3D graph convolutional layers to it, spatial-temporal
dependencies and structural information are efficiently cap-
tured.

Despite the fact that a number of works have been done
for person ID, they are only either image-based cross-modal
Re-ID or video-based RGB Re-ID. Our HITSZ-VCM is the
first dataset combining cross modalities and video data, al-
lowing the study on video-based cross-modal person Re-ID.
It not only achieves the 24-hour surveillance, but also gets
comprehensive information and obtains much higher Re-ID
accuracy.

3. Dataset
3.1. Dataset Description

In this paper, we build the HITSZ-VCM (HITSZ Video
Cross-Modal) Re-ID dataset for the video-based cross-
modal person Re-ID task. To our best knowledge, this
is the first cross-modal Re-ID dataset based on videos.
The HITSZ-VCM dataset contains a large amount of im-
ages/frames captured by 12 HD cameras with 3840 x 2160
resolution. Thanks to the modern monitoring technology,
all the cameras can automatically shoot both RGB and IR
images according to the lighting conditions. Thus, each per-
son is captured by both RGB and IR cameras. Note that all
tracklets are processed by an automatic object tracking sys-
tem, and we then finetune inaccurate annotations manually.

In detail, our HITSZ-VCM dataset contains 927 valid
identities. The cameras shoot 25 frames per second and we
extract the first frame out of every 5 frames to build the fi-
nal dataset. According to this setting, every 24 consecutive
images are regarded as a tracklet for a person during the
same period, and the last frames whose number may be less
than 24 form the last tracklet. Totally, there are 251,452
RGB images and 211,807 IR images, which can be divided
into 11,785 and 10,078 tracklets, respectively. Of course,
the number of frames in a tracklet can also be dynamically
set, which is more flexible than many existing video-based
datasets. More specifically, 12 cameras are used for our
video collection. Generally, most of identities are captured
by 3 RGB cameras and 3 IR cameras, and these cameras are
non-overlapped.

Our HITSZ-VCM dataset also covers a series of diverse
scenarios. Firstly, 7 outdoor, 3 indoor and 2 passages scenes
are included. In detail, some common venues like the office,
cafe, passageway, playground, and garden are all consid-
ered. Besides, each person is captured from multiple angles
under each camera, constructing a richer appearance set.

20975



Table 1. Comparison between HITSZ-VCM with some typical Re-ID datasets.

Dataset Type  #ldentites #RGB cam. #IR cam. #Images & BBoxes #Tracklets  Evaluation
iLIDS-VID [37] Video 300 2 0 42,495 600 CMC
MARs [53] Video 1,261 6 0 1,067,516 20,715 CMC + mAP
Duke-Video [41] Video 1,812 8 0 815,420 4,832 CMC + mAP
LS-VID [20] Video 3,772 15 0 2,982,685 14,943 CMC + mAP
RegDB [30] Image 412 1 1 8,240 - CMC + mAP
SYSU-MMOI [39] | Image 491 4 2 303,420 - CMC + mAP
HITSZ-VCM Video 927 12 12 463,259 21,863 CMC + mAP

Belongings Lighting changes

EEL

Occlusions

Viewpoints

Figure 2. Some challenging tracklets in our dataset, including
lighting changes, belonging changes, occlusions and viewpoint
changes.

Furthermore, some challenging scenarios such as lighting
changes (for RGB images), belonging changes, occlusion
and viewpoint changes are collected, as displayed in Fig. 2.

Tab. 1 tabulates the comparison between HITSZ-VCM
and existing related Re-ID datasets. As we can see, al-
though MARs [53], Duke-Video [4 1], and LS-VID [20] also
enjoy a large number of valid identities, they fail to cover IR
images or videos, being incapable for the 24-hour surveil-
lance. In contrast to RegDB [30] and SYSU-MMO1 [39],
our constructed HITSZ-VCM dataset extends the image-
based version to the video-based one, which provides more
abundant and valuable information for person Re-ID. Fur-
thermore, there are much more identities captured from
more diverse scenarios in our dataset, greatly contributing
to the training of the deep network.

In conclusion, HITSZ-VCM enjoys the following char-
acteristics: (1) Constructing the first video-based cross-
modal dataset for person Re-ID. (2) Collecting much more
valid identities under diverse scenes. (3) Covering challeng-
ing but practical cases.

3.2. Evaluation Protocol

Here we conduct cross-camera and cross-modal retrieval
like existing works [20, 30, 39, 53]. In other words, query
and gallery are captured by different cameras and modali-
ties. Meanwhile, with respect to the ‘probe to gallery’ pat-
tern, video-to-video matching is adopted to keep consistent
with training data. Regularly, we utilize two retrieval modes
for HITSZ-VCM: ‘infrared to visible’ and ‘visible to in-
frared’, to achieve a more comprehensive evaluation. Ad-
ditionally, we take all the tracklets in one modality as the
query set and those from the other modality as the gallery
set. Totally, in the ‘infared to visible’ retrieval, there re-
spectively exist 5,159 and 5,643 tracklets in the query set
and the gallery set. Vice versa in the ‘visible-to-infrared’
mode. Note that in our implementation, we discard some
too short tracklets (less than 12 images).

To quantitatively evaluate the performance on our
proposed dataset, the Cumulative Matching Characteris-
tic curve (CMC) and mean Average Precision(mAP) are
adopted as the evaluation metrics. Being similar to many
methods, we compute the distance scores of all the query
features and gallery features to do the ranking work. For
testing, cosine similarity is used as the distance measure-
ment.

4. Baseline

We follow the baseline proposed in [49]. A two-stream
network, with ResNet50 [14] utilized as the backbone
[36, 38,49], is employed to handle the heterogeneous data
belonging to different modalities. Specifically, the first con-
volutional blocks in two branches enjoy different weights,
so that modal-specific features for RGB and IR sequences
are learned, respectively. Differently, in the remaining four
blocks, the weights are shared to extracted modal-invariant
features for these two modalities. Since the inputs of the
network are multiple images, an average pooling layer is
utilized to fuse the frame-level features obtained from the
backbone. Thus, the sequence-level feature of each tracklet
is finally obtained. By following [49], the identity loss is
introduced to guide the intra-modal Re-ID task, while the
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Figure 3. The framework of our proposed method. RGB/IR image sequences are regarded as corss-modal inputs. The Temporal Memory
Refinement (TMR) module aggregates frame-level features into sequence-level features. W;q and W, lead the classification of identities
and modalities. By adopting an adversarial learning strategy, modal-related information is removed from the cross-modal data, and only

id-related features are preserved.

triplet loss is exploited to handle the cross-modal Re-ID
task. Therefore, the objective function L£base can be for-
mulated as follows:

Lbase — ‘C?SSE + Elt)gfe (1)

where £%45¢ and £b25¢ denote the identity loss and the

triplet loss, respectively.

S. Proposed Method

Based on the baseline, a novel method is further pro-
posed to more efficiently learn the modal-invariant and
time-memory features for RGB and IR modalities. The
framework of our model is illustrated in Fig. 3. By mod-
ifying the last convolution block in the backbone to two-
branch convolution blocks (shared structures but different
weights), two sets of feature maps from a sequence are ob-
tained and then forwarded into a Temporal Memory Re-
finement (TMR) module, so that the temporal-information
is extracted to meet the motion consistency for an iden-
tity. Furthermore, to fill the gap between two modalities,
two classifiers are introduced, through which the modality-
related features are removed while the id-related features
are enhanced, greatly contributing to the cross-modal re-
trieval.

5.1. Temporal Memory Refinement

Here we respectively denote an RGB sequence and an
IR sequence as V. = {V!|V'¢ RHXW}thl and I =

{1t ’It e RHExW }thl, where H and W denote the height
and weight of the images, ¢ means the ¢-th frame of this se-
quence, and 7' is the total number of images in a tracklet.
Correspondingly, the ID labels are denoted as p, and p;,
while m,, and m; denote the modal labels.

To transform frame-level features into a sequence-level
feature and effectively capture temporal contexts among
multiple frames, inspired by [8], we propose a Temporal
Memory Refinement (TMR) module. The structure of TMR
is shown in Fig. 4. LSTM [15] layers and the SE atten-
tion [16] jointly facilitate the exploitation of temporal infor-
mation, refining the features to enjoy more discriminative
information.

Take RGB data V as an example and the five convo-
lution blocks in our backbone are denoted as F,.;. We
denote the two sets of frame-level features from FE,.; as
f,1 = {f/,}1, and f,o = {f!,}7_,, which are utilized for
the attention weights generation and the frame-level fea-
tures aggregation, respectively. Features f,; are first for-
warded into two LSTM layers LST M?, so that the tempo-
ral context of this tracklet is obtained. By applying a full-
connected layer F'C to its associated output from LST M?
and adding f!;, an attention a’ is obtained by following the
SE attention module.

a' = SE* ((FC' (LSTM*(£1)) +£1) /2), (2

where SE! means the ¢-th SE attention module. Note that
a® denotes the temporal-memory which gives the impor-
tance of the ¢-th frame in a tracklet. In other words, at plays
as the attention weight of the ¢-th frame-level feature.
Based on the aforementioned analysis, the person repre-
sentation of the ¢-th frame could be refined and the average
pooling processing is then utilized to aggregate the frame-

level features into a sequence-level one:
T
F,=> (a' Ofly+£)/T (3)
t=1
Similar processing is conducted for IR data with the shared
weights, through which its sequence-level F'; is obtained.
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Overall, the temporal information is captured by the
TMR module, so that the person representations are refined
within a single modality. In our training phase, this module
is optimized simultaneously with F..s, which is regarded
as a supplementary for F,...

5.2. Modal-Invariant Learning

After exploiting TMR where the intra-modal features
are refined, we then introduce a modal-invariant adversar-
ial learning to remove the gap from two modalities. Refer-
ring to the adversarial strategy, AlignGAN proposed in [36]
transforms the RGB/IR image to the IR/RGB version in the
pixel-level by confusing a modal-discriminator. However,
this strategy is constrained on the image generation, which
not only increases the computational complexity, but also
is quite sensitive to the quality of the generated image. By
contrast, inspired by [19], here we achieve the adversarial
learning only based on the feature-level, more efficiently
getting the modal-invariant features.

According to Eq.(3), the sequence-level features for
RGB and IR tracklets are F',, and F;, respectively. Theo-
retically, if F,, and F; do enjoy the id-related information
but without modal-related information, they cannot be clas-
sified to m, or m;. To achieve this task, a classifier W,
is introduced whose output is a 3 x 1 vector. Particularly,
this output denotes the probabilities of a tracklet belonging
to the RGB modality, IR modality, or neither of them. The
objective function is formulated as:

Ladv1 (E) =CF (Wm (FU) ,m3) +CFE (Wm (F-L) ,TTL3) @)

where E is the combination of the backbone FE,.; and
TMR, C'E(-) denotes the cross-entropy loss, and mg means
the third category which is neither belonging to the RGB
modality m,, nor the IR modality m;. To encourage F',, and
F'; to enjoy the discriminative information on identities, we
also apply the id-related cross entropy loss and triplet loss
to them via another classifier W,4. Thus, the id-related but
modal-invariant function can be represented as:

Lia (E,W;q) = Ladgn1 + Lig + Lo 5)

%]‘»@:8 : %} %}@5

IR IR (ORGB modality

(ORGB modality (ORGB modality OIR modality
OIR modality O1R modality (OModality-invariant
(a) (b) (c)

Figure 5. Different strategies in adversarial learning. (a) [34];
(b) [6]; (¢) Ours.

where £¢5 and L7 are the id-related cross-entropy loss and
triplet loss, respectively.

Of course, the classification capability of W, plays a
key role for the modality-invariant feature learning. Here,
being similar to existing GAN based methods, the adversar-
ial learning strategy is adopted to additionally update W,,,,
shown as follows:

Ladv2 (Wm) =CF (Wm (Fu) R mu) +CFE (Wm (FZ) ,mi)
(6)
In the optimization, Eq.(5) and Eq.(6) are optimized in
an alternative way, so that W,,, enjoying the more strong ca-
pacity adversarially contributes to the modal-invariant fea-
ture learning. Note that, it is true [34] and [6] also learn the
id-related features via the adversarial learning in the feature
level. However, they are different from each other. As dis-
played in Fig.5(a), [34] enforces the probability belonging
to each category to be the same, while a feature which con-
tains both RGB and IR information can also have the same
classification result. Obviously, in this case, we are unsure
that whether these two modalities are aligned. Referring
to Fig.5(b), RGB and IR features are inversely classified to
IR and RGB modalities. A limitation is that these two in-
puts are transformed to only gain each other modal-specific
information, while the modal-gap is not measured. By con-
trast, our used strategy directly classifies different features
into an additional class, guaranteeing that they do fall in a
same latent space or domain.

6. Experiment
6.1. Experimental Setting

Dataset. Here we divide our dataset into two sets for train-
ing and testing. The training set contains 500 identities
with 232,496 images and 11,061 tracklets, while the testing
set contains 427 identities with 230,763 images and 10,802
tracklets. In the training phase, all the images are resized to
a size of 288 x 144. Being similar to many existing methods,
random cropping with zero-padding and horizontal flipping
are also used for the data augmentation.

Experimental Implementation. We implement our model
by PyTorch [32] and train it on a NVIDIA TESLA A100
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Table 2. Effectiveness of the TMR module and the adversarial
learning module. Note that M denotes the modal-invariant learn-
ing, T denotes the temporal memory refinement(TMR), and Full
method® denotes full method with shuffled frames in TMR.

Infrared to Visible

Strategy R1 RS R10 R20 mAP
Baseline 5558 70.75 77.01 82.16 40.80
Baseline+M | 59.73 7450 80.06 84.69  42.80
Baseline+T | 5844 7232 7851 8351 43.87
Full method® | 60.82 74.54 78.69 8325 43.94
Full method 63.74 76.88 81.72 86.28 45.31

with cuda version 11.2. The ResNet50 [14] pretrained on
the ImageNet [7] is exploited our baseline and backbone.
For the encoder E and id-classifier W4, they are optimized
via the optimizer SGD with the weight decay of 5 x 10~*
and the momentum of 0.9. We adopt a learning rate warmup
strategy for ¥ and W;4 and its initial value is set to 0.1. Af-
ter 35 epochs and 80 epochs, the learning rate is reduced
to 0.01 and 0.001, respectively. Note that the learning rate
of the first unshared convolution blocks is always the one
tenth of that of the remaining modules. In terms of the
modal-classifier W,,,, the SGD optimizer works with the
0.01 learning rate, the 5 x 10~* weight decay and 0.9 mo-
mentum. We set the maximum number of epochs to 200.
Besides, the batch size is set to 16 with 8 different identities
and 2 tracklets for each identity.

Furthermore, for each tracklet with 24 continuous im-
ages, n (it can be dynamically selected) images are selected
for training. Specifically, 24 images are divided into n parts
with 24 /n images, in which 1 of 24/n images is randomly
selected to form the training data.

6.2. Ablation Study

In this subsection, we experimentally analyze the signif-
icance of our HITSZ-VCM dataset, as well as the strategies

Rank-10

Figure 7. The visualization results on different settings, where n
denotes the number of images in one tracklets. Obviously, image-
based methods (n = 1) cannot report satisfying results when two
identities enjoy similar appearances, while video-based methods
show noticeable performance with the enhancement of temporal
information.

Table 3. Comparisons of our modal-invariant learning with differ-
ent adversarial strategies shown in Fig. 5. For a fair comparison,
we only replace our modal-invariant learning with other strategies
in our network.

Infrared to Visible

Strategy R1 RS R10 R20 mAP
cmGAN [6] | 5796 7258 7832 8342  43.14
UCDA [34] | 59.51 7334 79.14 84.18 45.06
Our method | 63.74 76.88 81.72  86.28 45.31

in the proposed method MITML.

Significance of video-based cross-modal datasets. Com-
pared with image data, video data provide more abundant
information for the person Re-ID task. To verify the above
statement, we conduct the experiments by changing the
number of images in one tracklet on our baseline, as dis-
played in Fig. 6. It can be seen that with the increase of
images in a tracklet, the Re-ID performance meet a con-
tinuous rise, demonstrating the significance of our con-
structed dataset. Specifically, when only one image is ex-
ploited, like that in existing image-based cross-modal Re-
ID dataset, the mAP is only 23.09%, which is much infe-
rior to that when six images are simultaneously used in a
tracklet. Fig. 7 further illustrates the Top-10 visualization
results of our proposed method MITML with different set-
tings on datasets, also substantiating the necessity of our
HITSZ-VCM dataset.

As shown in Fig. 6, the values of all metrics increase
really slightly when n is relatively large, i.e., 7 and 8. To
reduce the time costs in the training phase, we set n to 6 in
the following experiments.
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Table 4. Comparisons of our method with state-of-the-art cross-modal methods on our HITSZ-VCM dataset. CMC (%) and mAP (%) are

reported.
Infrared to Visible Visible to Infrared
Method Venue ' —p7——RS R0 R0 wAP | RI K5 RI0 R0 mAP
ThA[31] [CCV'2T | 4638 6529 7223 7941 3069 | 4930 69.27 7590 8221 3238
MPANet [410] | CVPR’21 | 4651 63.07 7051 7777 3526 | 5032 6731 73.56 79.66 37.80
DDAG [19] | ECCV'20 | 5462 69.79 7605 81.50 39.26 | 59.03 74.64 7953 8404 41.50
VSD [35] CVPR'21 | 5453 7001 7628 8201 4118 | 57.52 73.66 7938 83.61 4345
CAJL [48] ICCV'21 | 5659 7349 7952 84.05 4149 | 60.13 7462 79.86 8453 4281
Ours - 6374 7688 8172 8628 4531 | 64.54 78.96 8298 87.10 47.69

Effectiveness of temporal-information exploitation. As
shown in Tab. 2, we evaluate the performances of TMR
in our approaches on our dataset. Compared with ‘base-
line’, our TMR module (‘Baseline + T’ in Tab. 2) achieves
a remarkable performance improvement on rank-1 and
mAP, respectively. The main reason is that the temporal-
information extracted by TMR facilitates to build an excel-
lent appearance model and obtain person unique features
which cannot be captured from image-based data. Also, we
shuffle frames in a tracklet (‘Full method®’in Tab. 2), and
the results are inferior, indicating the importance of tempo-
ral information.

Effectiveness of modal-invariant learning. The adver-
sarial learning used in MITML successfully removes the
modal-related information from different modalities but
also preserves id-related features. As tabulated in Tab. 2, by
adding this module into the baseline (‘baseline + M’), there
is indeed a performance enhancement, which also substan-
tiates its effectiveness.

Furthermore, as shown in Tab. 3, we evaluate the other
two adversarial learning strategies as discussed in Fig. 5.
As we can see, the learning strategy in MITML is more
effective than that in [34] and [6].

6.3. Comparison with State-of-the-art Methods

In this section, we further compare our proposed method
with existing state-of-the-art visible-infrared cross-modal
person Re-ID methods, including DDAG [49], LbA [31],
MPANet [40] and VSD [35] and CAJL [48]. Note
that, these comparison methods are primarily designed for
image-based datasets. For a fair comparison, we conduct an
average pooling layer for their generated frame-level fea-
tures. For those networks whose backbones are ResNet50,
including [31,35,40,49], we implement the average pooling
after the backbone, which is similar to what we did in our
baseline. Furthermore, we pretrain the model for CAJL [48]
on AGW [50] before the channel augmented joint learning.

The CMC and mAP obtained by all these approaches on
our dataset are listed in Tab. 4. Obviously, our method
reports a noticeable improvement than these state-of-the-
art imaged-based cross-modal approaches. Specifically, for
the infrared to visible retrieval mode, Rank-1 and mAP in-

crease by 7.15% and 3.82% respectively than the second
best method CAJL. As for the visible to infrared search
mode, Rank-1 and mAP also obtain a significant growth of
4.41% and 4.88%, indicating the effectiveness of our TMR
module on the temporal information exploitation.

6.4. Limitation

Based on the above analysis, the importance of video-
based cross-modal person Re-ID is proved, and our methods
demonstrates a more remarkable improvement compared
with existing methods. However, our methods requires a
fixed number of images in one tracklet in the training and
testing phases, which decreases the flexibility in realistic ap-
plications. In our future work, we will aim to design a novel
network which can process tracklets with dynamic lengths.

7. Conclusion

Based on the observation that video data can provide
temporal-information and allow us to build a richer appear-
ance model for identification, we study a new task: video-
based cross-modal person Re-ID. To achieve this goal, the
first video-based cross-modal Re-ID dataset is constructed.
There exist 927 valid identities with 251,452 RGB images
of 11,785 tracklets and 211,807 IR images of 10,078 track-
lets captured by 12 HD RGB/IR cameras, in which 500
identities for training and 427 identities for testing. Ex-
perimental results prove the significance of our constructed
dataset. Additionally, a novel method: modal-invariant and
temporal memory learning (MITML) is proposed for our
HITSZ-VCM dataset. Specifically, an adversarial learning
strategy contributes to extracting the high-quality modal-
invariant features and bridging the modal heterogeneity,
while a temporal memory refinement module effectively
captures the motion consistency. Although video-based
cross-modal person Re-ID is a challenging task, our pro-
posed method achieves remarkable performance, compared
with existing state-of-the-art cross-modal approaches.
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