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Abstract

Conventional steganography approaches embed a secret
message into a carrier for concealed communication but
are prone to attack by recent advanced steganalysis tools.
In this paper, we propose Image DisEntanglement Autoen-
coder for Steganography (IDEAS) as a novel steganography
without embedding (SWE) technique. Instead of directly
embedding the secret message into a carrier image, our ap-
proach hides it by transforming it into a synthesised image,
and is thus fundamentally immune to typical steganalysis at-
tacks. By disentangling an image into two representations
for structure and texture, we exploit the stability of structure
representation to improve secret message extraction while
increasing synthesis diversity via randomising texture rep-
resentations to enhance steganography security. In addi-
tion, we design an adaptive mapping mechanism to further
enhance the diversity of synthesised images when ensur-
ing different required extraction levels. Experimental re-
sults convincingly demonstrate IDEAS to achieve superior
performance in terms of enhanced security, reliable secret
message extraction and flexible adaptation for different ex-
traction levels, compared to state-of-the-art SWE methods.

1. Introduction

Steganography allows to conceal a secret message into a
carrier medium such as an image to secure its transmission
without being noticed [10, 11, 25]. Traditional steganogra-
phy methods embed a secret message into the least signifi-
cant bits (LSBs) [29] or texture-rich regions [7] of a carrier
image to aim for undetectability of the message. To fur-
ther increase payload capacity, recent deep learning-based
steganography methods have been proposed to achieve both
acceptable imperceptibility and small extraction errors of
secret messages [1,2,19]. However, since all these methods
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modify the carrier image, there is an inherent risk of the car-
ried message being compromised through the application of
machine learning-based steganalysis tools.

Steganography without embedding (SWE) is an emerg-
ing concept to hide a secret message without directly em-
bedding it into a carrier, and thus has the unique advan-
tage that it is immune to typical steganalysis attacks [39].
There are two types of SWE techniques. A mapping mech-
anism can be designed to transform the secret message into
a sequence of image hashes selected from an existing im-
age set [18, 38, 41]. The key weakness here is that the
payload capacity is very small. Alternatively, deep syn-
thesis methods, such as generative adversarial networks
(GANs) [9, 30, 36], can be trained to generate a synthesised
image by passing the secret message into a deep generator
network.

Despite promising results achieved by synthesis-based
SWE methods [16], there are three drawbacks that hin-
der their further use in real-world applications: (1) synthe-
sised images from GANs are not sufficiently realistic, com-
promising the imperceptibility requirement; (2) the trained
generator has limited synthesis diversity, thus raising poten-
tial security issues; and, more importantly, (3) it is difficult
to ensure a small message extraction error when training an
invertible neural network to extract the hidden message.

In this paper, we propose Image DisEntanglement Au-
toencoder for Steganography (IDEAS) to tackle the above
issues of current synthesis-based SWE approaches. Specif-
ically, we train an adversarial autoencoder which includes
an encoder to disentangle images into structure and texture
representations and a decoder to take these two representa-
tions to synthesise realistic images. Our approach can guar-
antee high quality image synthesis to enhance imperception
of the hidden data. Furthermore, we explore the advan-
tages that disentanglement brings, namely that the stability
of structure representation improves secret message extrac-
tion accuracy while randomised texture vectors increase the
style diversity of the synthesised images to enhance secu-
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rity. In addition, for scenarios where a particular acceptable
extraction level is required, we design an adaptive mapping
strategy to achieve enhanced hidden capacity and synthesis
diversity to improve steganography performance.

Our main contribution in this paper is that we present a
novel disentanglement SWE algorithm to achieve state-of-
the-art steganographic performance in terms of enhanced
security, reliable secret message extraction and flexible
adaptation for different extraction levels. In particular, we
highlight which aspects of our approach correspond to this
improved performance:

• Enhanced security: our proposed disentanglement
SWE method ensures high-quality image synthesis as
well as increases style diversity to minimise the risk of
compromise;

• Reliable message extraction: we use the structural
stability of synthesised images to improve message ex-
traction accuracy. It is worth noting that in some pur-
posely designed settings we can achieve lossless mes-
sage extraction;

• Flexible adaptation to different extraction levels:
we design an adaptive mapping mechanism to repre-
sent flexible message-to-noise mapping. Through the
use of different mapping functions, we achieve flexible
hidden capacity and synthesis diversity corresponding
to several secret message extraction levels which can
be adapted to scenarios with specific requirements.

The code for IDEAS is made available at https://
github.com/Lemok00/IDEAS.

2. Related Work
We can generally categorise image steganography meth-

ods into approaches based on embedding (SE) and without
embedding (SWE), depending on whether the secret infor-
mation is embedded into a carrier image directly.

2.1. Steganography based on embedding

Traditional SE methods embed secret information by
modifying images based on domain knowledge. For exam-
ple, [14] embeds a secret message by modifying the 4 LSBs
of a carrier image. Due to the development of advanced ste-
ganalysis techniques, SE methods need to improve their un-
detectability against steganalysis tools. Thus, [24] proposes
to use high-dimensional models covering various dependen-
cies in natural images for highly undetectable steganogra-
phy, while [7, 8] propose a wavelet-obtained weight-based
(WOW) method to ensure the embedding process of only
texture-rich or noisy regions and extends this to an arbitrary
domain.

Deep learning (DL)-based SE methods aim for further
improvements in terms of undetectability, embedding ca-
pacity or extraction robustness. For enhanced undetectabil-
ity, GANs are often used to optimise pixel-level embed-

ding costs by detecting the most suitable parts of an im-
age [28,34]. [27] designs an automatic cost learning frame-
work based on deep reinforcement learning which is more
appropriate for embedding cost optimisation, thus leading
to improved undetectability. In order to increase the embed-
ding capacity, [1] proposes to compromise the lossless ex-
traction requirement to allow embedding a full-size image
into another image, while [2] and [19] extend this approach
to embed multiple images into a single image. Moreover,
[26, 31, 40] propose to train DL-based models with pertur-
bation pipelines or specialised dataset for extraction robust-
ness to ensure precise message recovery from modified or
camera-captured images.

2.2. Steganography without embedding

Mapping-based SWE methods establish one-to-one
mappings between secret messages and image hashes. [39]
generates image hash sequences by comparing the mean
values of image sub-blocks and uses these images to rep-
resent the secret message. To resist subjective visual detec-
tion of transmitted images, [38] introduces a latent Dirichlet
allocation (LDA)-based classification mechanism and uses
DCT features for secret information mapping. [18] utilises
DWT-based features as image hashes and further designs a
retrieval mechanism based on DenseNet to ensure the sim-
ilarity of candidate images, thus reducing the possibility
of detection from manual inspection. To further enhance
robustness against geometric attacks, [17, 20, 21] extract
DenseNet features and object labels recognised by Faster-
RCNN for secret information mapping.

Synthesis-based SWE methods utilise recent advanced
computer graphic techniques to generate realistic images to
represent the secret message. [32] proposes to synthesise
a new arbitrary-sized texture image by mimicking texture
patches sampled from an original reference image. SSte-
GAN [30] comprises a DL-based generator to synthesise
images for steganography and a corresponding extractor to
extract the secret message. [9] generates a mapping func-
tion to transfer a secret message into a random noise vector
to further enhance both imperception and security. In ad-
dition, self-attention blocks [36] and Wasserstein loss with
gradient penalty [15] are introduced to improve the perfor-
mance of its generator. For further increased embedding
capacity, [5] uses face images as steganography containers
based on image selection and a StarGAN, while [4] gener-
ates images of anime characters with specific attributes such
as hair colour, which represent specific binary sequences
based on a codebook, for enhanced extraction stability.

3. Method
In this paper, we propose Image DisEntanglement Au-

toencoder for Steganography (IDEAS) as a novel image
disentanglement-based SWE algorithm. Our IDEAS net-
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Figure 1. Training flowchart of proposed IDEAS network, which consists of three parts: (a) encoding structure and texture features, (b)
synthesising images, (c) extracting input secret tensor. E=disentanglement encoder;G=generator;GSTRU=structure generator;Ex=tensor
extractor; DREAL=image-level adversarial discriminator; DCO=co-occurrence discriminator; DDIST =distribution discriminator.

work takes a secret message and a sampled texture vec-
tor as its input to synthesise a realistic image and extracts
the hidden secret message via a disentangling encoder. In
particular, we use structure representation to encode the se-
cret message and texture representation to enrich synthesis
diversity. To further enhance synthesis style diversity for
steganography security, we design an adaptive mechanism
to map the secret message to the structure representation
based on different required levels of extraction accuracy. In
the following, we explain the IDEAS network architecture,
its training loss terms and its processing pipeline in detail.

3.1. IDEAS network architecture

The key components of our IDEAS network, illustrated
in Figure 1, are a disentanglement encoder and a generator.
The encoder allows to decompose images into structure ten-
sor and texture vector representations and to extract the hid-
den secret message, while the generator takes the structure
tensor generated from the secret tensor (i.e., the encoded
secret message) and the texture vector sampled from a uni-
form distribution to synthesise a realistic image for data hid-
ing. Training is performed based on multiple loss terms to
simultaneously ensure both high quality synthesis and min-
imal extraction error of the secret message with diversified
synthesis style.

3.1.1 Feature encoding and generation

We train an encoder E to disentangle an image X into its
structure feature S1 and texture feature T1, i.e.

(S1, T1) = E(X), (1)

where X is randomly sampled from a specific dataset. In-
spired by [22], a distribution discriminator DDIST is used
to enforce that T1 conforms to the uniform distribution
U(−1, 1) by a distribution discriminative loss

LE,dist = softplus(−DDIST (T1)), (2)

where softplus(x) = log(1 + ex). That is, T1 conforms
to the same distribution as a sampled T2 from U(−1, 1).
Additionally, a structure generator GSTRU is introduced to
translate a uniform sampled tensor Z to a structure distribu-
tion to obtain S2 for hiding the secret message as

S2 = GSTRU (Z), (3)

where Z corresponds to the hidden secret message via a
mapping mechanism (explained further below). The size of
Z is N × H

16 ×
W
16 for an RGB image X of size 3×H×W ,

with N a hyper-parameter.

3.1.2 Image synthesis

For disentangled image generation, three images are gener-
ated by the same generator G using different combinations
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Figure 2. Flow chart of IDEAS for concealed communication, which consists of two parts: (a) hiding phase, and (b) extraction phase.

of structure and texture representations, namely

X̂1 = G(S1, T1),

X̂2 = G(S2, T1),

X̂3 = G(S2, T2). (4)

We adopt StyleGAN2 [13] as the backbone architecture of
our generator for high quality image synthesis. When X is
reconstructed as X̂1, the reconstruction loss is calculated as

LG,rec =‖ X − X̂1 ‖1, (5)

where ‖ · ‖1 denotes the L1 loss between images.
X̂2 is generated with the same texture as X but with dif-

ferent structure S2. Random cropped patches from X̂2 and
X are passed to the co-occurrence discriminatorDCO, orig-
inally introduced in [23] for texture similarity comparison,
to calculate the texture loss as

LG,texture = DCO(patch(X̂2), patch(X)), (6)

where patch(·) denotes the random cropping function.
X̂3 is generated from S2 and T2 to synthesise a realistic

image which has no relation with X . To ensure realistic
synthesis, an adversarial loss term LG,real is introduced to
make all synthesised images X̂1,2,3 indiscriminative from
real images and is calculated as

LG,real = D(X̂1) +D(X̂2) +D(X̂3), (7)

where D denotes the discriminator with the same architec-
ture.

3.1.3 Secret tensor extraction

To extract structure representations from the generated im-
age and extract the input secret tensor from this structure,
the encoder E and extractor Ex are designed as

Ẑ = Ex(Ŝ2) (8)

with
Ŝ2 = E(X̂2 || 3). (9)

We use two strategies at the training stage to avoid over-
fitting problems. First, the encoder E for extracting the
structure representations from synthesised images shares
parameters with the encoder to disentangle the original im-
ages. Second, for structure representation extraction from
synthesised images, we train E using X̂2 as input for 80%
of the iterations to improve recovery accuracy and X̂3 for
the last 20% to improve recovery resilience. This split is
relatively insensitive and we set the ratio empirically in our
experiments.

The structure extraction loss LE,stru and tensor extract-
ing loss LEx are calculated as

LE,stru =‖ Ŝ2 − S2 ‖1 (10)

and
LEx =‖ Ẑ − Z ‖1, (11)

respectively.

3.1.4 Loss function

We combine the loss terms introduced above to form the
total loss function. Since LG,rec, LG,texture and LG,real
collaborate for image synthesis, they are combined to yield
the generation loss

LG = LG,rec + LG,texture + 2LG,real, (12)

where the higher weight for LG,real ensures generation
quality.

Similarly, LE,dist and LE,stru are combined to define
the encoding loss

LE = LE,dist + LE,stru. (13)
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The total loss Ltotal to train the encoder E, generator
G, structure generator GSTRU and extractor Ex in IDEAS
algorithm is then formulated as

Ltotal = LG + LE + λExLEx, (14)

where λEx allows to balance between synthesis quality and
extraction accuracy.

3.2. IDEAS processing pipeline

As shown in Figure 2, IDEAS comprises two stages, a
secret message hiding phase, and an extraction phase.

3.2.1 Secret message hiding

This part is designed for the message sender, who first maps
a secret message M to the secret tensor ZM which is then
translated to SM by GSTRU . Combining SM with a uni-
form sampled TM from U(−1, 1), the container image XM

is generated by G and can be transmitted to the receiver.
For the mapping function, the secret message is divided

into segments of σ bits. Then, the decimal value m corre-
sponding to each segment is mapped to a float value z by

z =
m+ 0.5

2σ−1
− 1 + rand(−∆× r,∆× r). (15)

In this manner, flexible hidden capacities corresponding to
different recovery levels can be achieved by adjusting the
hyper-parameter σ.

Finally, the float values are concatenated as the secret
tensor. We extend random intervals on both sides of the
points to establish the adaptive mapping mechanism by ad-
justing the hyper-parameter ∆ to achieve flexible adaptation
of enhanced synthesis diversity corresponding to different
recovery levels. For each point, its random intervals are of
total size 2×∆× r, where r represents the maximum size
1/2σ−1 and ∆ is in [0%, 50%].

Depending on the value of ∆, our framework has three
modes: (a) an extraction-prior mode with ∆ = 0% for ap-
plications requiring highly stable message extraction; (b) a
balanced mode with ∆ = 25%; and (c) a diversity-prior
mode with ∆ = 50% for applications requiring enhanced
security.

3.2.2 Secret message extraction

To extract the message hidden in XM , the receiver uses E
and Ex to extract ŜM and ẐM sequentially. Then, the in-
verse mapping function

m = floor
[
(z + 1)× 2σ−1

]
(16)

is applied to extract the secret message M̂ .
Compared to existing SWE methods, our method rep-

resents the secret message via the structure of a generated

image to achieve higher extraction accuracy due to struc-
tural stability. Further, the container image synthesised by
the StyleGAN2 generatorG is of high fidelity which further
improves the imperception of secret message transmission.

4. Experimental Results
4.1. Experimental setup

To demonstrate the superiority of IDEAS, we compare
it with four state-of-the-art synthesis-based SWE meth-
ods, namely DCGAN-Steg [9], SAGAN-Steg [36], SSte-
GAN [30] and WGAN-Steg [15]. Our IDEAS and base-
line models are trained on three subsets from two pub-
licly available datasets, Bedroom and Church images from
LSUN [37], and face images from FFHQ [12]. Each sub-
set includes 70,000 randomly selected images normalised to
256 × 256 pixels. We train IDEAS with hyper-parameters
N = {1, 2} and λ = {2, 5, 10}, respectively. Note that λ is
set to 10 for performance evaluation, while other settings of
λ are discussed in Subsection 4.6.

We evaluate the models by comparing the area under the
curve (AUC) of the receiver operating characteristic (ROC)
curves and the Fréchet inception distance (FID) [6] to mea-
sure the undetectability by steganalysis tools and subjective
visual perception. Meanwhile, we compare the secret mes-
sage extraction accuracy of IDEAS under different hidden
capacities with benchmark SWE methods. All results are
obtained on an RTX 2080Ti, where IDEAS, which com-
prises 64.5M parameters in total, takes 12.0 ms for image
synthesis and 9.4 ms for message extraction.

4.2. Security evaluation by steganalysis

To confirm immunity to steganalysis tools, we evalu-
ate the undetectability from several well-known steganal-
ysis tools, including StegExpose [3], XuNet [33] and
YeNet [35]. In Table 1, we calculate the area under the
curve (AUC) of the receiver operating characteristic (ROC)
curves generated by the detections from these steganalysis
tools. All AUC values of our method and the benchmark
SWE methods are smaller or close to 0.5, indicating detec-
tion rates that essentially correspond to random guessing.
This demonstrates that SWE methods fundamentally resist
detection by current steganalysis tools since the container
images are synthesised without embedding modifications.

4.3. Security evaluation by image synthesis quality

Since SWE methods are immune to typical steganalysis
tools, perceptual indetectability is very important. Exam-
ples of synthesised container images of all models are given
in Figure 3, while FID scores between real and synthesised
images are listed in Table 2.

From Figure 3(a), we can see that images synthesised
by IDEAS are of much higher fidelity with more realistic
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IDEAS N = 1 IDEAS N = 2 DCGAN-Steg SAGAN-Steg SSteGAN WGAN-Steg
∆=0% ∆=25% ∆=50% ∆=0% ∆=25% ∆=50%

StegExpose 0.480 0.502 0.542 0.456 0.471 0.484 0.586 0.578 0.417 0.594
XuNet 0.404 0.398 0.371 0.413 0.407 0.403 0.568 0.500 0.491 0.542
YeNet 0.521 0.512 0.520 0.533 0.528 0.535 0.573 0.569 0.519 0.548

Table 1. Undetectability by steganalysis in terms of AUC of ROC.

structures and clearer textures compared to those from other
algorithms. In addition, when hiding an identical secret
message, as demonstrated in Figure 3(b), our method pro-
duces diversified styles due to the uniformly sampled tex-
ture representation. IDEAS is thus clearly superior to other
models in terms of synthesised image quality and support-
ing enhanced steganography security. The reason for this
is twofold: (i) the use of disentanglement structure feature
ensures high image fidelity, and (ii) the use of uniformly
sampled texture vectors leads to enhanced image diversity.
We can also notice from Figure 3(b), that larger ∆ values
lead to diverse structure presentations, which demonstrates
that our designed adaptive mapping mechanism can further
enhance imperception of the secret message.

As shown in Table 2, IDEAS achieves the lowest FID
scores on all datasets, outperforming the other techniques
by a wide margin. The best results are achieved for the
Bedroom dataset and the worst for the FFHQ facial im-

Bedrooms Churches FFHQ avg. ± std.dev.
DCGAN-Steg 283.32 105.79 74.24 154.45 ± 112.71
SAGAN-Steg 159.51 99.59 82.60 113.90 ± 40.41
SSteGAN 153.48 258.80 150.37 187.55 ± 61.73
WGAN-Steg 147.45 181.20 67.95 132.20 ± 58.15
IDEAS N = 1, σ = 1
∆ = 0% 16.88 15.90 32.88 21.89 ± 9.53
∆ = 25% 15.56 15.50 31.10 20.72 ± 8.99
∆ = 50% 13.39 14.48 29.31 19.06 ± 8.89
IDEAS N = 2, σ = 1
∆ = 0% 14.17 17.15 29.76 20.36 ± 8.28
∆ = 25% 14.01 16.32 29.02 19.79 ± 8.08
∆ = 50% 13.51 16.34 28.45 19.44 ± 7.93

Table 2. FID results of synthesised images for all models.

Bedrooms Churches FFHQ capacity
DCGAN-Steg 94.01% 94.56% 96.29% 100 bits
SAGAN-Steg 96.77% 95.86% 97.12% 200 bits
SSteGAN 98.41% 97.53% 97.23% 100 bits
WGAN-Steg 92.23% 90.04% 92.85% 100 bits
IDEAS N = 1, σ = 1
∆ = 0% 100% 100% 100%
∆ = 25% 100% 100% 100% 256 bits
∆ = 50% 99.54% 99.55% 99.49%
IDEAS N = 2, σ = 1
∆ = 0% 100% 100% 100%
∆ = 25% 100% 100% 100% 512 bits
∆ = 50% 99.32% 99.29% 99.42%

Table 3. Extraction accuracy results for all models.

ages. This is because bedroom images have weaker struc-
tural constraints compared to facial images, thus making it
easier for the disentanglement model to synthesise them.

4.4. Extraction accuracy

Extraction accuracy results of the different SWE meth-
ods, together with their corresponding hidden capacities,
are given in Table 3. It is obvious that IDEAS outperforms
all other methods, providing both better secret message ex-
traction accuracy and higher hidden capacity. In particular,
when ∆ is set to 0% or 25%, the obtained accuracies are
100% for all databases, a level that is not reached by any of
the other models for any dataset. In addition, the hidden ca-
pacity of IDEAS is higher than that of the other approaches.
When we set N = 2, our method achieves higher hidden
capacity with only an insignificant compromise on the ex-
traction accuracy rates, outperforming the other four meth-
ods. The reason for this remarkable extraction accuracy is
our use of structural stability when disentangling images for
hiding secret messages.

4.5. Extraction accuracy/hidden capacity flexibility

By adjusting the values of N and σ, we can enlarge the
hidden capacity of IDEAS, which is 256 × σ × N . We
thus further evaluate the extraction accuracy of secret mes-
sages of IDEAS with different hidden capacities and show

∆=0% ∆=25% ∆=50% capacity

N = 1
σ = 1

Bedrooms 100% 100% 99.54%
Churches 100% 100% 99.55% 256 bits
FFHQ 100% 100% 99.49%

N = 2
σ = 1

Bedrooms 100% 100% 99.32%
Churches 100% 100% 99.29% 512 bits
FFHQ 100% 100% 99.42%

N = 1
σ = 2

Bedrooms 100% 100% 99.18%
Churches 100% 100% 99.17% 512 bits
FFHQ 100% 100% 99.06%

N = 2
σ = 2

Bedrooms 100% 100% 98.75%
Churches 100% 100% 98.70% 1024 bits
FFHQ 100% 100% 98.99%

N = 1
σ = 3

Bedrooms 100% 100% 98.60%
Churches 100% 100% 98.58% 768 bits
FFHQ 100% 100% 98.37%

N = 2
σ = 3

Bedrooms 100% 99.99% 97.79%
Churches 100% 99.99% 97.76% 1536 bits
FFHQ 100% 100% 98.26%

Table 4. IDEAS extraction accuracy results for different values of
N and σ.
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Figure 3. Examples of synthesised container images from DCGAN-Steg, SAGAN-Steg, SSteGAN, WGAN-Steg and IDEAS on LSUN
Bedrooms (left), LSUN Churches (middle) and FFHQ (right). (a) comparison of fidelity of images synthesised from different secret
messages. (b) comparison of diversity of images synthesised from an identical secret message.
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λEx = 2 λEx = 5 λEx = 10
N = 1 N = 2 N = 1 N = 2 N = 1 N = 2

σ = 1

Bedrooms
∆ = 0% 99.98% / 12.31 99.89% / 12.33 100% / 15.75 99.89% / 12.85 100% / 16.88 100% / 14.17
∆ = 25% 99.95% / 11.71 99.66% / 11.98 100% / 14.33 99.42% / 11.44 100% / 15.56 100% / 14.01
∆ = 50% 97.41% / 10.74 95.26% / 11.42 99.00% / 12.93 96.23% / 12.50 99.54% / 13.39 99.32% / 13.51

Churches
∆ = 0% 100% / 13.83 100% / 14.66 100% / 15.12 100% / 16.08 100% / 15.90 100% / 17.15
∆ = 25% 100% / 13.27 99.97% / 14.68 100% / 14.65 100% / 15.81 100% / 15.50 100% / 16.32
∆ = 50% 98.90% / 12.61 96.17% / 14.69 99.32% / 13.90 99.06% / 15.76 99.55% / 14.48 99.29% / 16.34

FFHQ
∆ = 0% 100% / 25.71 99.97% / 22.22 100% / 31.63 100% / 26.95 100% / 32.88 100% / 29.76
∆ = 25% 100% / 25.15 99.56% / 22.29 100% / 30.18 100% / 25.85 100% / 31.10 100% / 29.02
∆ = 50% 99.18% / 22.90 94.59% / 22.18 99.39% / 26.00 99.17% / 24.07 99.49% / 29.31 99.42% / 28.45

σ = 2

Bedrooms
∆ = 0% 99.80% / 11.14 89.49% / 11.68 99.98% / 13.32 96.99% / 11.81 100% / 14.21 100% / 13.49
∆ = 25% 99.50% / 10.84 88.21% / 11.60 99.98% / 13.11 98.42% / 12.99 100% / 13.74 100% / 13.62
∆ = 50% 95.23% / 10.39 83.80% / 11.41 98.08% / 13.10 92.94% / 12.51 99.18% / 13.37 98.75% / 13.43

Churches
∆ = 0% 99.99% / 12.59 93.30% / 14.39 100% / 14.05 100% / 15.54 100% / 14.62 100% / 16.36
∆ = 25% 99.98% / 12.69 92.40% / 14.57 100% / 14.22 100% / 15.72 100% / 14.60 100% / 16.50
∆ = 50% 97.93% / 12.52 87.86% / 14.33 98.76% / 13.91 98.22% / 16.13 99.17% / 14.64 98.70% / 16.69

FFHQ
∆ = 0% 99.99% / 24.08 94.09% / 22.67 100% / 27.45 100% / 24.54 100% / 29.56 100% / 27.26
∆ = 25% 99.99% / 23.58 92.26% / 22.33 100% / 27.16 100% / 24.36 100% / 28.08 100% / 26.70
∆ = 50% 98.37% / 22.95 87.37% / 22.25 98.89% / 25.79 98.43% / 24.05 99.06% / 27.92 98.99% / 26.61

σ = 3

Bedrooms
∆ = 0% 97.87% / 10.54 76.34% / 11.74 99.93% / 12.87 89.04% / 12.76 100% / 13.62 100% / 13.63
∆ = 25% 96.56% / 10.73 75.96% / 11.47 99.83% / 12.93 88.26% / 12.80 100% / 13.41 99.99% / 13.39
∆ = 50% 91.43% / 10.58 74.31% / 11.45 96.52% / 13.01 84.81% / 12.48 98.60% / 13.56 97.79% / 13.41

Churches
∆ = 0% 99.93% / 12.48 79.60% / 14.33 100% / 14.05 99.97% / 15.81 100% / 14.44 100% / 16.48
∆ = 25% 99.79% / 12.59 78.98% / 14.43 99.98% / 14.18 99.92% / 15.85 100% / 14.43 99.99% / 16.33
∆ = 50% 96.37% / 12.34 76.91% / 16.66 97.84% / 13.90 96.91% / 15.52 98.58% / 14.73 97.76% / 16.23

FFHQ
∆ = 0% 99.94% / 22.85 81.23% / 22.62 100% / 26.23 99.98% / 23.82 100% / 29.39 100% / 26.93
∆ = 25% 99.89% / 23.26 79.99% / 22.33 99.99% / 26.43 99.95% / 23.97 100% / 29.05 100% / 26.60
∆ = 50% 97.10% / 23.00 77.88% / 22.28 98.09% / 25.30 97.22% / 23.70 98.37% / 28.58 98.26% / 26.37

Table 5. IDEAS hyper-parameter analysis in terms of extraction accuracy (values on the left) and FID scores (value on the right).

the results in Table 4. From there, we can notice that the
obtained extraction accuracies are excellent for all param-
eter settings, even with higher hidden capacities. In addi-
tion, when increasing the values of N and σ, the drop of
extraction accuracy is insignificant. Combinations of dif-
ferent levels of extraction accuracies and hidden capacities
yield flexibility for different steganography applications.

4.6. Hyper-parameter settings

Last not least, we conduct an experiment to evaluate how
different hyper-parameters settings impact the performance
of IDEAS. As shown in Table 5, although the obtained FID
scores are fairly consistent when ∆ is increased, the synthe-
sis structure diversity is enhanced as shown in Figure 3(b)
while the extraction accuracy is slightly decreased, provid-
ing a flexible adaptation for different application scenarios.

Regarding N and σ, increasing both parameters can im-
prove the hidden capacity as shown in Table 4. From Ta-
ble 5, we observe that the effect on extraction accuracy re-
lies heavily on λEx although an increase of both parameters
leads to an accuracy drop.

When setting λEx = 10, the accuracy drops are rela-
tively insignificant while the synthesised image quality is
somewhat more compromised. When λEx = {2, 5}, the
extraction accuracies are lower than 90% for the Bedrooms
dataset when σ = 3. In contrast, for λEx = 10, all settings
achieve lossless extraction when ∆ = 0%. In addition, all

extraction accuracies with different combinations are higher
than 97.76% on all datasets. Consequently, λEx = 10 is set
to maximise the synthesised image quality while ensuring
high extraction accuracy.

5. Conclusions

In this paper, we have proposed IDEAS, a structure-
texture disentanglement synthesis-based SWE algorithm
to resist steganalysis attacks. IDEAS not only generates
high-fidelity synthesised images of rich diversity but also
yields high secret message extraction accuracy. Com-
pared to other state-of-the-art synthesis-based SWE meth-
ods, IDEAS achieves better performance in terms of secu-
rity and extraction accuracy of secret message.

Despite its excellent performance, the hidden capacity is
relatively smaller compared to some other techniques such
as full-image-to-image hiding methods. Thus, in future
work, we plan to further enlarge the hidden capacity.
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