This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

Deblur-NeRF: Neural Radiance Fields from Blurry Images

Li Ma'* Jing Liao® Qi Zhang? Xuan Wang?

Pedro V. Sander!

!The Hong Kong University of Science and Technology
2Tencent Al Lab 3City University of Hong Kong

Xiaoyu Li?
Jue Wang?

Camera Motion Blur

Defocus Blur

(a) Samples of Blurry Source Views

(b) Novel Views from NeRF

(c) Novel Views from Deblur-NeRF

Figure 1. Given a set of blurry multi-view input images (a), the original NeRF implementation reconstructs blurry novel views (b). Our
method is able to recover a sharp radiance field and synthesize clear novel views (c). Our proposed approach can handle both camera
motion blur (first row) and defocus blur (second row). Please refer to the supplementary material for video results.

Abstract

Neural Radiance Field (NeRF) has gained considerable
attention recently for 3D scene reconstruction and novel
view synthesis due to its remarkable synthesis quality. How-
ever, image blurriness caused by defocus or motion, which
often occurs when capturing scenes in the wild, signifi-
cantly degrades its reconstruction quality. To address this
problem, We propose Deblur-NeRF, the first method that
can recover a sharp NeRF from blurry input. We adopt
an analysis-by-synthesis approach that reconstructs blurry
views by simulating the blurring process, thus making NeRF
robust to blurry inputs. The core of this simulation is a
novel Deformable Sparse Kernel (DSK) module that mod-
els spatially-varying blur kernels by deforming a canoni-
cal sparse kernel at each spatial location. The ray ori-
gin of each kernel point is jointly optimized, inspired by
the physical blurring process. This module is parameter-
ized as an MLP that has the ability to be generalized to
various blur types. Jointly optimizing the NeRF and the
DSK module allows us to restore a sharp NeRF. We demon-

*Author did this work during the internship at Tencent Al Lab.

strate that our method can be used on both camera mo-
tion blur and defocus blur: the two most common types
of blur in real scenes. Evaluation results on both syn-
thetic and real-world data show that our method outper-
forms several baselines. The synthetic and real datasets
along with the source code is publicly available at https :
//limacv.github.io/deblurnerf/.

1. Introduction

Tremendous progress has been witnessed in the past few
years in novel view synthesis, where an intermediate 3D
representation is reconstructed from sparse input views to
interpolate or extrapolate arbitrary novel views. Recently,
NeRF [22] emerged as an effective scene representation that
achieves photorealistic rendering results. It models a static
scene as a continuous volumetric function that maps 3D lo-
cation and 2D view direction to color and density. This
function is parameterized as a multilayer perceptron (MLP),
and its output can be rendered by volume rendering tech-
niques in a differentiable manner.

To reconstruct a NeRF, several images from different
views are needed. While the original approach for train-
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ing NeRF works well when these images are well captured
and calibrated, it would produce obvious artifacts when blur
occurs. For example, when using a long exposure setting
to capture a low-light scene, the images are more sensitive
to camera shake, resulting in camera motion blur. Further-
more, defocus blur is inevitable when capturing scenes with
large depth variation using a large aperture. These blurs
will significantly decrease the quality of the reconstructed
NeREF, resulting in artifacts in the rendered novel views.

Many works have recently been proposed to tackle ab-
normal input while training NeRF. NeRF-W [20] focuses
on images with illumination change and moving objects.
Mip-NeRF [1] improves the NeRF when the input spans
different scales. Distortion in input is considered and cal-
ibrated simultaneously in SCNeRF [11]. To the best of
our knowledge, none has considered addressing the prob-
lem of training NeRF from blurry input images. One so-
lution is to first deblur the input in image space and then
train the NeRF with deblurred images, which we refer to
as the image-space baseline. This baseline improves the
novel view synthesis quality of NeRF to some extend by
utilizing recent single image or video deblurring methods.
However, the single-image deblur methods fail to aggregate
information from neighbor views and can not guarantee the
multi-view consistent result. Video-based methods manage
to take multi-frame into consideration, usually relying on
image space operations such as optical flows and feature
correlation volumes. However, these methods fail to exploit
the 3D geometry of the scene, leading to inaccurate corre-
spondences across views, especially when they have a large
baseline. On the contrary, our method deblurs by aggregat-
ing information from all observations with full awareness
of the 3D scene.

In this paper, we propose Deblur-NeRF, an effective
framework that explicitly models the blurring process in the
network, and is capable of restoring a sharp NeRF from
blurry input. We model the blurring process by convolv-
ing a clean image using a blur kernel similar to blind de-
convolution methods [2]. A novel deformable sparse kernel
(DSK) module is proposed to model the blur kernel inspired
by the following observations. First, convolving with dense
kernels is infeasible for scene representations such as NeRF
due to the dramatic increase in computation and memory
usage during rendering. To address this, DSK uses sparse
rays to approximate the dense kernel. Second, we show that
the actual blurring process involves combining rays from
different origins, which motivates us to jointly optimize the
ray origins. Finally, to model spatially-varying blur kernels,
we deform a canonical sparse kernel at each 2D spatial loca-
tion. The deformation is parameterized as an MLP that can
be generalized to different types of blur. During training,
we jointly optimize the DSK and a sharp NeRF with only
blurry input as supervision, while in the inference stage,

clear novel views can be rendered by removing the DSK.
We conduct extensive experiments on both synthetic and
real datasets with two types of blur: camera motion blur and
defocus blur. Results show that the proposed method out-
performs the original NeRF and image-space baselines (i.e.,
combining NeRF with the state-of-the-art image or video
deblurring methods), for these two blur types, as shown in
Fig. | and the experiments section. Our contributions can
be summarized as follows:

* We propose the first framework that can reconstruct a
sharp NeRF from blurry input.

* We propose a deformable sparse kernel module that
enables us to effectively model the blurring process
and is generalizable for different types of blur.

* We analyze the physical blurring process and extend
the 2D kernel to 3D space by considering the transla-
tion of the ray origin for each kernel point.

2. Related Work

Neural radiance field. Our work extends the NeRF [22],
a coordinate-based implicit 3D scene representation, which
has gained popularity over the past few years due to its
state-of-the-art novel view synthesis results. The success of
NeRF has inspired many follow-up works that extend the
NeRF [7, 8, 18, 25, 30-32, 34, 38]. Several works have
explored to train the NeRF with non-ideal input. For ex-
ample, BRAF [19], NeRF—— [47] and GNeRF [21] try
to train the NeRF without camera poses. SCNeRF [11]
focuses on jointly calibrating a more complex non-linear
camera model. To address the NeRF training under un-
controlled, in-the-wild photographs, NeRF-W [20] intro-
duces several extensions to NeRF that successfully model
the inconsistent appearance variations and transient objects
across views. PixelNeRF [51] reconstructs a neural volume
with only one or few images. Moreover, Jonathan et al.
proposes Mip-NeRF [1] which improves the NeRF under
input with different scales, producing anti-aliased results.
However, training NeRF with blurry images is still an un-
explored area, as none of the aforementioned works seem
to explicitly consider this kind of degradation.

Single image deblurring. Image deblurring aims at re-
covering a sharp image from blurry input. Usually, the
blurry image is modeled as the sharp image convolved
with a blur kernel, and the deblurring process is formu-
lated as jointly solving the sharp image and the kernel given
the blurry observation. This task is ill-posed since there
are many sets of image-blur pairs that can synthesize the
observed blurry image [46]. Classical blind deblur algo-
rithms tackle the ill-posedness by introducing hand-crafted
or learned image priors while optimizing the sharp image
and kernel, such as total variation [4, 35], normalized gra-
dient sparsity [|3] and unnatural [y [49]. Since blur in
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real world photographs is usually spatially-varying, many
works try to reparameterize the blur kernels to a smaller
solve space. Early work uses projective motion blur [42]
which fits spatially-varying blur kernels using multiple ho-
mography, while region-based methods assume piece-wise
constant [16] or piece-wise projective [28]. Moreover, a
depth-based model is used to optimize the depth map and
camera poses jointly [29, 33]. Another approach to model
blur kernels is to use optical flow [9]. These methods either
make a strong assumption on the blur pattern, or can only
model one specific type of blur. In contrast, our method
models the spatially-varying kernel using MLP, which can
be generalized to different blur types. The recent trend
of image deblurring is to introduce deep neural networks
that directly map the blurry image to the latent sharp im-
age [3, 14,15,23,26,39,44,48,52,53]. These approaches
have outperformed traditional methods. However, this line
of work highly depends on the training data and the meth-
ods often have difficulty generalizing to unseen blur types
in the real world [45].

Multi-image deblurring. Deblurring with multi-image
settings poses new challenges in aggregating information
across frames and preserving temporal consistency. Optical
flow is a useful tool for registering neighbor frames to the
reference frame [9,27]. However, estimating accurate opti-
cal flow is difficult and ill-posed, especially when the input
is blurry. With the advancement of deep learning, one can
design flow-free methods by concatenating multiple frames
and directly restoring the clean frame using a CNN [41].
Another option is to use recurrent structure that propagates
features across frames [10, 24, 40, 56]. Li et al. [17] ex-
tends the optical flow to feature correlation volume, which
greatly improves the performance. Similarly, Son et al. [40]
propose pixel volume that relaxes the requirement for accu-
rate flow. However, these multi-image deblurring methods,
which are built on image space operations, fail to exploit the
3D geometry of the scene and have difficulty addressing the
multi-view input with a large baseline.

3. Preliminary

We first review the NeRF representation [22] for a static
3D scene. A NeRF defines the scene as a continuous vol-
umetric function that maps a 3D position x and a 2D view
direction d to color ¢ and volume density o. Formally:

(C’U) =Fe <7Lw(x)77Ld(d))> (1

where Fg represents an MLP with parameters ©, and 7, ()
is the positional encoding that maps each element of a vec-
tor into a higher dimensional frequency space:

T

2

vi(z) = [sinwx,cosmc, oy sin 287, cos 2L_17T(E]

where the hyper-parameter L indicates the highest fre-
quency used in the mapping and can be used to control
the smoothness of the scene function [43]. To render a
pixel centered at image coordinate p, we first emit a ray
rp(t) = o+ tdy, from camera projection center o along the
viewing direction dp. Then a sampling strategy is used to
determine D sorted distances {t()}2 | between predefined
near and far planes ¢(°) and ¢(°+1). We estimate the color
¢ and density o(*) at each sample point rp, (¢(!)) using Fe.
The final color of the pixel is computed as:

D
&p = e(rp) = > TO (1 - exp(fa(i)cs(i))) (3

i=1

where () = ¢(+1) — ¢() is the distance between adjacent
samples, and 7" = exp(— 23;11 0@ §()). In this paper
we use cp, and c(rp ) interchangeably. Note that this render-
ing process is trivially differentiable.

4. Method

Our task is to train the NeRF with blurry input. The train-
ing pipeline is visualized in Fig. 2. The core idea is to ex-
plicitly model the blurring process and seek to optimize a
sharp NeRF and the blur parameters jointly so that the syn-
thesized blurry images match the input. Specifically, to ren-
der a blurry pixel during training, we first generate multiple
optimized rays using a newly proposed Deformable Sparse
Kernel (DSK) module, which mimics the blurring process.
We render these rays using the NeRF, and blend results to
get the finally blurry color, which is then supervised by the
blurry input. Note that in the inference stage, we can di-
rectly render the NeRF without the DSK to get sharp novel
views. We describe the DSK as well as some other designs
in the following subsections.

4.1. Deformable Sparse Kernel

Akin to most image deblurring algorithms [2, 46], we
model the blurring process by convolving the sharp image
with a blur kernel h:

bp = cp * h, @

where cp, is the color of sharp pixel at p, which ideally is
also the output of a sharp NeRF in our model. by is the
corresponding blurry color and = stands for the convolu-
tion operator. The support of the blur kernel is usually de-
fined in a K x K window centered at p. To compute by,
we take the sum of element-wise multiplication of ¢, and
h inside the window. This can be computed efficiently in
the map-based image representation. However, a problem
arises when cp, is modeled as a NeRF because rendering
becomes quite computation and memory consuming. For
each pixel, there are K x K rays that need to be rendered
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Figure 2. An overview of our training framework. When rendering a ray, we first predict N sparse optimized rays based on a canonical
kernel along with their weights. After rendering these rays, we combine the results to get the blurry pixel b. Note that when testing, we
can directly render the rays without kernel deformation resulting in a sharp image.

in the supporting window, thus making training infeasible.
Therefore, we propose to approximate the dense blur kernel
with a small number of sparse points:

Z WqCq, W.IL. Z wq =1, (®))

q€N(p) acN(p)

where A/ (p) is the set of N locations sparsely distributed
around p that compose the support of our sparse kernel. wq
is the corresponding weight at each location. We set N to
be a fixed number and ablate this hyper-parameter in our ex-
periments (Sec. 5). Note that q is a continuous value and we
can jointly optimize the locations N (p), wq and the NeRF
so that the best sparse kernel is regressed.

The blur kernel is usually spatially-varying in real world
images. Inspired by the NeRF that uses an MLP as a con-
tinuous 5D function, we also choose to use an MLP to
model the spatially-varying kernel. Specifically, for each in-
put view, we assign “canonical kernel locations” N’ (p) =
{d/}N5!, and use an MLP to deform the locations and
while also predicting the weights:

(Aq,wq) = Ga(p,q’,1),where ¢’ € N'(p).  (6)

Here G indicates an MLP with parameter @ and 1 is a
learned view embedding. This view embedding is neces-
sary since the blur patterns usually differ across views. Op-
timizing a different view embedding for each view allows
the DSK module to fit a different blur kernel for each view.
In our experiments we set the view embedding to be a vector
of length 32. We compute the final sparse kernel location in
N(p) as g = q' + Aq. Note that we need to forward the
MLP G4 for N times to get all the deformed locations. One
option that may potentially boost the performance is intro-
ducing positional encoding to Gg by replacing the input p
in Eq. (6) with v(p). However, we find this operation does
not help to improve the quality. One possible reason is that
the spatially-varying kernel changes gradually along spatial
positions without high-frequency variation.

4.2. Convolution with Irradiance

As pointed out by Chen et al. [5], this blur convolution
model should be applied to scene irradiance instead of im-
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Figure 3. Top-down view of the blurring processes caused by cam-
era motion and defocus. The blurry color is blended from all the
rays destined at a pixel. In defocus blur, the rays of a pixel are scat-
tered to different directions at the focus plane, which is equivalent
to a mixture of rays being emitted from different camera centers.

age intensity. A more physically correct model should be
b, = f(c, * h), where ¢’ indicates the scene irradiance
and f(-) is the camera response function (CRF) that maps
the scene irradiance to image intensity. A nonlinear CRF
will increase the complexity of the blur kernel and make
the learning of DSK difficult if the linear model in Eq. (4) is
used, especially in high contrast regions [460]. To compen-
sate for the nonlinear CRF, we assume that our sharp NeRF
predicts colors in linear space and adopt a simple gamma
correction function in the final output:

bp=g( D wacy), @)
aeN(p)
where g(c¢/) = c¢/zz is the gamma correction function.

More complex CRFs could be used to model real world
cameras, such as pre-calibrated CRFs, or jointly optimizing
the CRFs during training. But we find this simple scheme is
enough to compensate the nonlinearity in the imaging pro-
cess and improve the quality. More discussions about mod-
eling the CRF can be found in supplementary material.

4.3. Optimizing the Ray Origin

One observation of the convolutional model is that it is
a 2D approximation of the actual blur model. In the convo-
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lutional model, the blurry result is a combination of neigh-
bor pixels, which are the rendering results of neighbor rays
with the same camera center as the origin. However, the
actual blurring process usually involves blending rays cast
from different origins. Consider the two blurring processes
shown in Fig. 3. When capturing camera motion blur, the
camera center moves during one shot, leading to the change
of the ray origins. And for defocus blur, the ray gets scat-
tered to different directions which is equivalent to a mixture
of rays from different origins. When the scene is mostly
planar, the translation of the ray origin can be well approxi-
mated by the 2D translation of the pixel position. However,
due to the parallax effect and occlusion, this is not the case
when there is depth discontinuity. Since we have access to
the 3D scene representation, we can develop kernels that
consider the change of ray origins. Thus we jointly opti-
mize the translation of the ray origin of each sparse kernel
location. Specifically, we jointly predict the origin transla-
tion for each kernel location as follows Eq. (6):

(Aog, Aq,wq) = Ge(p,d,1).d € N'(p), (8)
and then generate rays by:
rq = (0+ Aog) +tdgq, a = q' + Aq. )

These optimized rays are rendered and combined to get the
final blurry pixels.

The training process is summarized as follows: we first
predict tuples {Aog, Aq, wq}een(p) Using Eq. (8), with
which we generate multiple optimized rays {rq},ear(p) by
deforming the canonical sampling location and optimizing
the ray origin as in Eq. (9). We render these rays to get
c; using Eq. (3) and blend to get a blurry pixel Bp using
Eq. (7). This synthetic blurry pixel is supervised by the cor-
responding ground truth pixel color bg;:

Lreconstruct = Z ||E)p - bgﬂ”%’ (10)
PER

where R is the set of pixels in each batch. Note that our
pipeline is only used during training. At test time, we can
directly render the sharp results using the restored sharp
NeRF with gamma correction.

4.4. Aligning the NeRF

As shown in the experiments, if we freely optimize
all the learnable components, i.e., the NeRF and the de-
formable sparse kernel, the reconstructed NeRF may un-
dergo some non-rigid distortion. This is in line with expec-
tations because it is possible that the scene represented by
the NeRF and the learned kernel deform together without
affecting the reconstructed blurry result. However this is
usually not desired. To constrain the NeRF model to align
with the observations, we first initialize the deformable

sparse kernel so that all the optimized rays rq are close
to the input ray rp. This is implemented by multiplying
a small gain of ¢ = 0.1 to each element of the output tu-
ples (Aog, Aq,wq). As a result, the ray origins oq and
the kernel points q are initialized to be close to the camera
centers and the pixel locations, respectively. And all kernel
points will have roughly the same weights at the beginning
of training. We additionally introduce an alignment loss that
forces one of the optimized rays rq to be similar to the input
ray rp:

£align = ||q0 - P||2 + )\OHAOqOHQa (1 1)

where qq is a fixed element in A'(q). By applying Lqiign.
we supervise qg to be the center of the kernel. We set \, =
10 in all of our experiments.

Our final loss is a combination of the NeRF reconstruc-
tion loss and the alignment loss:

L= £reconstruct + )\a‘Calign- (12)

In our experiments we set A\, = 0.1.

5. Experiments
5.1. Implementation Details

Training. We build our deformable sparse kernel on the
Pytorch re-implementation of the NeRF [50]. We use a
batch size of 1024 rays, each sample at 64 coordinates in
the coarse volume and 64 additional coordinates in the fine
volume. We set the number of sparse locations N = 5. We
use the Adam optimizer [12] with default parameters. We
schedule the learning rate to start at 5 x 10~* and decay ex-
ponentially to 8 x 10~5 over the coarse of the optimization.
We train each scene for 200k iterations on a single NVIDIA
V100 GPU. We adopt the same MLP structure of Fg as the
original NeRF [22], and for G&, we use MLP with 4 fully-
connected hidden layers, each layer having 64 channels and
ReLU activations. We also add a shortcut that connects the
first layer to the last layer.
Datasets. In the experiments we focus on two blur types:
camera motion blur and defocus blur. For each type of blur
we synthesize 5 scenes using Blender [6]. We manually
place multi-view cameras to mimic real data capture. To
render images with camera motion blur, we randomly per-
turb the camera pose, and then linearly interpolate poses
between the original and perturbed poses for each view.
We render images from interpolated poses and blend them
in linear RGB space to generate the final blurry images.
For defocus blur, we use the built-in functionality to ren-
der depth-of-field images. We fix the aperture and randomly
choose a focus plane between the nearest and furthest depth.
We also captured 20 real world scenes with 10 scenes
for each blur type for a qualitative study. The camera used
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FACTORY COZYROOM PooL TANABATA TROLLEY AVERAGE
Camera Motion||PSNR1 SSIM1 LPIPS] PSNR7T SSIM?T LPIPS| PSNRT SSIM{ LPIPS| PSNR{ SSIM{ LPIPS| PSNR7T SSIM?T LPIPS| PSNRT SSIM{ LPIPS|
w/o gamma 23.27 .6908 .3210|29.86 .8964 .0564 |31.29 .8635 .1339|25.50 .8211 .1472|25.44 .8071 .1513|27.07 .8158 .1620
w/o align 2495 7419 2780 |25.53 .8032 .0636 |27.45 .7389 .1443|24.77 .8086 .1282|24.71 .8036 .1324 |25.48 .7792 .1493
w/o origin opt. || 25.29 .7657 .2827|31.86 .9244 .0479 |31.64 .8691 .1216 |26.20 .8475 .1523|25.53 .8199 .1774 |28.11 .8453 .1564
Ours 25.60 .7750 .2687 | 32.08 .9261 .0447|31.61 .8682 .1246 [27.11 .8640 .1228 |27.45 .8632 .1363 |28.77 .8593 .1400
Defocus HPSNRT SSIM1 LPIPS| PSNRT SSIM?T LPIPS| PSNR?T SSIM?T LPIPS| PSNR?T SSIM?1 LPIPS| PSNRt SSIM{ LPIPS] PSNR{ SSIM{ LPIPS|
w/0 gamma 25.92 8170 .1579|31.18 .9078 .0556|29.97 .8095 .2082 |25.00 .8172 .1299 |24.37 .7819 .1680 |27.29 .8267 .1439
w/o align 26.31 .8051 .1493 |27.76 .8583 .0545|28.00 .7481 .2078 | 24.86 .8149 .1021 |24.50 .7977 .1292 | 26.28 .8048 .1286
w/o origin opt. || 28.00 .8584 .1344 |31.85 9173 .0506 | 30.21 .8172 .2023 |25.75 .8444 .1104 |24.82 .8014 .1590 |28.13 .8477 .1313
Ours 28.03 .8628 .1127 |31.85 9175 .0481 |30.52 .8246 .1901|26.25 .8517 .0995 | 25.18 .8067 .1436 |28.37 .8527 .1188

Table 1. Ablations of our method in the synthetic scenes. We separately report numeric results of two blur types: camera motion blur and

defocus blur. We color code each row as best and second best .

Camera Motion Blur

AT

Defocus Blur

(a) w/o gamma (b) w/o align

(c) w/o origin opt.

(d) Ours (e) Ground Truth

Figure 4. Examples of ablations in the synthetic scenes. The corresponding error map is visualized in the bottom, where darker regions
indicate smaller error. Our full model has the smallest error, especially at the edges. Note the artifacts highlighted in the red boxes.
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Figure 5. Comparison of our full model using a different number
of kernel points. The vertical green lines indicate the N = 5,
which we use in our other experiments.

was a Canon EOS RP with manual exposure mode. We
captured the camera motion blur images by manually shak-
ing the camera during exposure, while the reference images
are taken using a tripod. To capture defocus images, we
choose a large aperture. We compute the camera poses of
blurry and reference images in the real world scenes using
the COLMAP [36,37]. Although the estimated poses from
COLMAP may be ambiguous due to the blur, we find our
method is robust to inaccurate poses. One reason is that op-
timizing ray origins compensate for the registration errors.

5.2. Ablation Study

Effectiveness of main components. We first conduct ab-
lations on several components in our framework: gamma
correction (w/o gamma), ray origin optimization (w/o ori-
gin opt.), and the alignment loss (w/o align). We remove
these components individually and train a separate NeRF in
each of the synthetic camera motion blur and defocus blur
datasets. We report the PSNR, SSIM, and LPIPS [55] met-
rics between the synthesized novel views and ground truth
novel views. As shown in Tab. 1, overall, the best result is
achieved when the full model is used. We visualize the re-
sults and the error maps of two examples in the Fig. 4. We
note that other methods present larger errors, especially at
the boundaries of objects. Without L4;4n, the NeRF pro-
duces sharp but misaligned novel views.

Number of kernel points. One important hyper-parameter
in our method is the number of sparse locations N =
|V (p)|- We experimented with different values of N with
our full model in various blur situations, considering both
blur types and three degrees of blur. We plot the PSNR and
SSIM curves in Fig. 5. We note that in all cases the qual-
ity of the results improves as N increases. However, the
improvement is less substantial beyond N = 5. In case
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FACTORY

COZYROOM PooL

TANABATA TROLLEY AVERAGE

Camera Motion|[PSNRT SSIM{ LPIPS| PSNRT SSIMt LPIPS| PSNRT SSIM{ LPIPS) PSNR{ SSIM{ LPIPS| PSNR{ SSIM{ LPIPS| PSNRT SSIM{ LPIPS|

naive NeRF 19.32 4563 .5304 | 25.66 .7941 .2288 |30.45 .8354
MPR + NeRF 21.70 .6153 .3094 | 27.88 .8502 .1153|30.64 .8385
PVD + NeRF 20.33 5386 .3667 | 27.74 8296 .1451 | 27.56 .7626

19321 22.22 6807 .3653 |21.25 .6370 .3633 | 23.78 .6807 .3362
1641|2271 7199 2509 | 22.64 .7141 .2344 | 25.11 .7476 .2148
2148 | 23.44 7293 .2542|23.81 .7351 .2567 | 24.58 .7190 .2475

Ours 25.60 .7750 .2687 |32.08 .9261 .0477|31.61 .8682 .1246|27.11 .8640 .1228 |27.45 .8632 .1363 | 28.77 .8593 .1400
Defocus |[PSNRT SSIMT LPIPS| PSNRT SSIMT LPIPS| PSNRT SSIM{ LPIPS| PSNRT SSIMT LPIPS| PSNRT SSIM{ LPIPS| PSNRT SSIMT LPIPS|
naive NeRF 25.36 .7847 .2351|30.03 .8926 .0885|27.77 .7266 .3340|23.80 .7811 .2142|22.67 .7103 .2799 |25.93 .7791 .2303
KPAC + NeRF 26.40 .8194 .1624 | 28.15 .8592 .0815|26.69 .6589 .2631|24.81 .8147 .1639 |23.42 .7495 .2155|25.89 .7803 .1773
Ours 28.03 .8628 .1127|31.85 .9175 .0481|30.52 .8246 .1901 | 26.25 .8517 .0995 |25.18 .8067 .1436 |28.37 .8527 .1188

Table 2. Quantitative comparison on synthetic scenes of two blur types. We color code each row as best and second best

MPR + NeRF

naive NeRF

PVD + NeRF

y ds
Reference

Figure 6. Qualitative comparison on real world camera motion blur. The last column is captured for reference only and may be misaligned

with the ground truth.

the input is extremely blurry, further increasing the number
of kernel points can potentially help. However, increasing
N comes at a larger computation and memory cost during
training. Therefore, we use N = 5 for all other experi-
ments, providing a good balance between rendering quality
and efficiency.

5.3. Comparisons

Since there are no existing works that try to reconstruct
the NeRF from blurry input for novel view synthesis, we
carefully select several possible baselines to compare with.
The most straightforward one would be to directly train the
NeRF using the blurry input (naive NeRF). Additionally, we
also compare to the image-space baselines that first restore
the input using the existing image or video based deblurring
techniques and then train the NeRF with the deblurred im-
ages. For camera motion blur, we compare with the current
state-of-the-art methods for deblurring on single image [52]

(MPR + NeRF) and video [40] (PVD + NeRF). For defocus
blur, we compare to the KPAC [39] (KPAC + NeRF). We
show quantitative results on synthetic scenes in Tab. 2. For
real scenes, due to the nature of capturing, the ground truth
images are not available due to the misalignment for camera
motion blur or exposure variations for defocus blur. We can
see that while the image-space deblurring baseline improves
compared to the naive NeRF baseline, our full pipeline out-
performs these baselines to a large extent in the synthetic
scenes among two blur types. The video based deblurring
method PVD + NeRF sometimes performs worse than the
single-image based method MPR + NeRF. A possible rea-
son is that PVD + NeRF aggregates features from neighbor
frames based on optical flow, which is really challenging for
blurry input with large baselines. Fig. 6 and 7 showcase the
qualitative comparison results on camera motion blur and
defocus blur, respectively, in real scenes. Our method pro-
duces novel views with sharp edges and rich details, being
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naive NeRF KPAC + NeRF

4

Ours Reference

Figure 7. Qualitative comparison on real world defocus blur. The last column is captured for reference only and may be misaligned or have

different exposures than ground truth.

the closest to ground truth. Previous methods demonstrate
artifacts near the object boundary and blurry textures. The
depth maps we predict are also sharper compared to other
methods. Moreover, our method could produce more view
consistent results than other baselines. And we provide ad-
ditional results in conjunction with video output in the sup-
plementary material.

6. Discussion and Conclusion
6.1. Why our framework works

Blindly recovering a sharp NeRF and the blur kernel si-
multaneously with only blurry images is an ill-posed prob-
lem, as the NeRF can also reconstruct a blurry scene that
may “explain” the blurry images. Then how does our frame-
work ensures that we get a sharp NeRF? As illustrated in the
NeRF++ [54], the NeRF encodes priors for view consistent
reconstruction. When the blurry input is view inconsistent,
our framework compensates for the inconsistency using the
DSK module, leading to the decomposition of the consis-
tent sharp scene and the inconsistent blur pattern. Note
that we define the blurry input as view consistent if they
are equivalent to sharp observations of one blurry 3D scene.
Blur in the real world is usually inconsistent. Each shot
has a different blur pattern due to the randomness of cam-
era movement or variability of focus distance. This can be
further validated by the fact that when the naive NeRF re-
constructs the real scene dataset, the results flicker severely
when the viewpoint changes. Our framework addresses this

issue, which is common in real world data.

6.2. Limitations

Our method can fail when the blur is view consistent,
e.g., the camera coincidentally shaking in roughly the same
direction across all views, or the camera having a fixed fo-
cal point (i.e., focuses on a single target). Deblurring a con-
sistent blur can potentially be solved by introducing image
priors, which we treat as future work. Our method may also
fail when encounter input images that are severely blurred
because the COLMAP may fail to reconstruct the camera
poses. But in the experiments we find that this is only an is-
sue in very blurry cases. For further discussion about such
limitations, please refer to the supplementary material.

6.3. Conclusion

In this paper, we propose a simple but effective frame-

work for training a sharp NeRF under blurry input. Exper-
iments on both synthetic and real world scenes verify the
effectiveness of our framework and demonstrate the signif-
icant improvement in quality over naive NeRF and image-
space deblurring approaches. We hope that this work will
further motivate research into NeRF-based approaches for
deblurring applications.
Acknowledgements. Authors at HKUST and CityU were
partly supported by the Hong Kong Research Grants Coun-
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