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Abstract

Unsupervised localization and segmentation are long-
standing computer vision challenges that involve decom-
posing an image into semantically meaningful segments
without any labeled data. These tasks are particularly in-
teresting in an unsupervised setting due to the difficulty and
cost of obtaining dense image annotations, but existing un-
supervised approaches struggle with complex scenes con-
taining multiple objects. Differently from existing methods,
which are purely based on deep learning, we take inspira-
tion from traditional spectral segmentation methods by re-
framing image decomposition as a graph partitioning prob-
lem. Specifically, we examine the eigenvectors of the Lapla-
cian of a feature affinity matrix from self-supervised net-
works. We find that these eigenvectors already decompose
an image into meaningful segments, and can be readily
used to localize objects in a scene. Furthermore, by clus-
tering the features associated with these segments across
a dataset, we can obtain well-delineated, nameable re-
gions, i.e. semantic segmentations. Experiments on complex
datasets (PASCAL VOC, MS-COCO) demonstrate that our
simple spectral method outperforms the state-of-the-art in
unsupervised localization and segmentation by a significant
margin. Furthermore, our method can be readily used for a
variety of complex image editing tasks, such as background
removal and compositing. 1

1. Introduction

Well-established computer vision tasks such as localiza-
tion and segmentation are aimed at understanding the struc-
ture of images at a fine level of detail. The modern approach
to these tasks, which consists of training deep neural net-
works in an end-to-end fashion, has shown strong perfor-
mance given large quantities of human-labeled data. How-

1Project Page: https://lukemelas.github.io/deep-spectral-segmentation/
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Figure 1. Deep Spectral Methods. We present a simple approach
based on spectral methods that decomposes an image using the
eigenvectors of a Laplacian matrix constructed from a combination
of color information and unsupervised deep features. The method
surpasses the state of the art in unsupervised image segmentation
and object localization while also being significantly simpler.

ever, obtaining labeled data for these dense tasks can be
difficult and expensive. Whereas vast quantities of (weak)
image labels and descriptions may be obtained from the In-
ternet [43, 55, 63], dense image annotations cannot be eas-
ily sourced from it, and creating them manually is a labor-
intensive process. Moreover, in many specialized fields
such as medical imaging, where detection and segmentation
tasks are particularly important, data labeling must be man-
ually performed by a domain expert. As a result, performing
dense vision tasks without labeled data is an important open
problem.

Numerous existing methods perform dense visual tasks
with weak annotations, such as image-level labels, captions,
spoken narratives, scribbles, and points [9,36,46,47]. How-
ever, fully-unsupervised dense image understanding re-
mains challenging and under-explored. Current approaches
involve clustering dense features (e.g., IIC [41]), contrastive
learning with saliency masks (e.g., MaskContrast [74]), and
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GAN-based object discovery (e.g., ReDo [13]). Others seg-
ment images of a given object category into a number of
semantic regions (parts) [20, 22, 37]. However, these ap-
proaches tend to struggle with complex images, and most
of them can only identify a single object per image.

In this paper, we take inspiration from image segmenta-
tion methods from the pre-deep learning era, which framed
the segmentation problem as one of graph partitioning.
Whereas existing unsupervised segmentation methods are
based primarily on deep learning, we show the benefits
of combining deep learning with traditional graph-theoretic
methods.

Our method first utilizes a self-supervised network to ex-
tract dense features corresponding to image patches. We
then construct a weighted graph over patches, where edge
weights give the semantic affinity of pairs of patches, and
we consider the eigendecomposition of this graph’s Lapla-
cian matrix. We find that without imposing any additional
structure, the eigenvectors of the Laplacian of this graph
directly correspond to semantically meaningful image re-
gions. Notably, the eigenvector with the smallest nonzero
eigenvalue generally corresponds to the most prominent ob-
ject in the scene. We show that, surprisingly, simply ex-
tracting bounding boxes or masks from this eigenvector sur-
passes the current state of the art on unsupervised object
localization/segmentation across numerous benchmarks.

Next, we propose a pipeline for semantic segmentation.
We first convert the eigensegments into discrete image re-
gions by thresholding and associate each region with a se-
mantic feature vector from the network. We consider all
image regions in a large dataset of images and jointly clus-
ter these regions, yielding semantic (pseudo-)labels that
are consistent across the dataset. Lastly, we perform self-
training using these labels to refine our results, and we
evaluate against the ground truth segmentations. Different
from prior self-supervised semantic segmentation methods,
our method performs well on complex images without fine-
tuning. Importantly, while recent GAN-based and saliency-
based methods are limited to finding a single semantic re-
gion per image, our method can segment multiple semantic
regions and outperforms prior methods on PASCAL VOC
2012, re-surfacing spectral methods as a strong baseline for
future work.

Finally, we show that a slight variant of our method is
well-suited to the task of soft image decomposition (i.e., im-
age matting), or breaking down an (RGB) image into mul-
tiple (RGB-A) layers with soft boundaries. This decompo-
sition dramatically simplifies real-world image editing and
compositing tasks such as background replacement.

2. Related work
In this section, we discuss the different fields related to

our approach along with the relatively new tasks of unsu-

pervised localization and segmentation.
Self-Supervised Visual Representation Learning The
past five years have seen tremendous progress in self-
supervised visual representation learning. Early research
in this area was based on solving pretext tasks such as
rotation, jigsaw puzzles, colorization, and inpainting [24,
27, 39, 59, 61, 62, 95, 96]. Recent methods mostly con-
sist of contrastive learning with heavy data augmenta-
tion [15, 16, 30, 32,34, 44, 61, 69,70, 87]. Others distinguish
themselves by removing the dependency on negative exam-
ples [17, 29, 91], the use of clustering [7, 52], and most re-
cently, the extension to transformer architectures [8, 18].

As these methods primarily focused on the downstream
task of image classification, they were designed to produce
a single global feature vector for each input image. Al-
though numerous specialized methods have been proposed
for dense contrastive learning [60,83,88], they require fine-
tuning for application on tasks such as detection or segmen-
tation. Recently, however, the emergence of self-supervised
vision transformers has made it possible to extract dense
(patch-wise) feature vectors without the need for special-
ized dense contrastive learning methods.
Vision Transformers The past year in computer vision
research has been marked by the emergence of the vi-
sion transformer (ViT) architecture, a variant of the trans-
former model popular in sequence modeling and NLP [75].
Vision transformers reshape an image into a sequence of
small patches and apply layers of self-attention before ag-
gregating the result into an additional global token, usu-
ally denoted [CLS]. Numerous variants of the vision trans-
former have been proposed, such as Deit [71], Token-to-
Token ViT [90], DeepViT [98], CrossViT [11], PiT [35],
CaiT [72], LeViT [28], CvT [85], and Swin/Twins [21, 54].
Nonetheless, the defining aspect of this class of models is
the use of self-attention to process information throughout
the network. Since self-attention involves self-comparisons
of image patch features, it is natural to construct a semantic
affinity matrix over patches, as we do in our approach.

Numerous recent works [4, 8, 18] have observed that
vision transformers perform exceptionally well relative to
convolutional architectures in the self-supervised setting. In
particular, Caron et al. [8] train a self-supervised ViT us-
ing multi-crop training and a momentum encoder, and argue
that it learns better-localized features than supervised ViTs
or ResNets. They show that the self-attention layer of the
last [CLS] token has heads that localize foreground objects
in the scene. This is a baseline in our object localization ex-
periments, upon which we improve substantially.
Unsupervised Localization Unsupervised localization
refers to the task of finding the location of an object in the
form of a bounding box. Most approaches to localization
find objects by identifying co-occurring patterns across im-
age collections [19, 76, 77]. However, due to inter-image
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comparisons, these approaches are generally slow, memory-
intensive, and have trouble scaling to large datasets.

Recently, some works have begun to eschew this
paradigm by finding objects purely from the features of pre-
trained deep networks. [22] perform co-localization through
deep feature factorization. [93] mines patterns from pre-
trained convolutional network features. Most recently,
LOST [67] extracts localization information from the atten-
tion features of a self-supervised vision transformer. LOST
uses the same features as we do in our approach, but ex-
tracts bounding boxes using seed selection and expansion
based on the number of patch correlations. By contrast, our
approach localizes objects through spectral bipartitioning,
which is more principled and more performant than [67].

Unsupervised Segmentation Whereas a plethora of
methods have tackled segmentation in semi- and weakly-
supervised settings [9, 36, 46, 47], the unsupervised setting
remains a relatively nascent area of research. Current meth-
ods can broadly be characterized as either generative or dis-
criminative. Generative methods use unlabeled images to
train special-purpose image generators [1,3,13], or directly
extract segmentations from pretrained generators [56, 80];
discriminative methods are primarily based on clustering
and contrastive learning [38,41,74,97]. MaskContrast [74],
the current state of the art in unsupervised semantic seg-
mentation, uses saliency detection to find object segments
(i.e., the foreground) and then learns pixel-wise embeddings
via a contrastive objective. However, MaskContrast relies
heavily on a saliency network which is initialized with a
pretrained (fully-supervised) network. Moreover, it heav-
ily relies on the assumption that all foreground pixels in a
given image belong to the same object category, which fails
to hold for most images containing multiple objects.

Spectral Methods Spectral graph theory emerged from
the study of continuous operators on Riemannian mani-
folds [10]. Subsequent works brought this line of research
to the discrete setting of graphs, with numerous results con-
necting global properties of graphs to the eigenvalues and
eigenvectors of their Laplacian matrices. Two of these re-
sults are essential for understanding our work. First, [26]
showed that the second-smallest eigenvalue of a graph, now
called the algebraic connectivity or the Fiedler eigenvalue,
quantifies the connectivity of a graph. In our work, we
use the Fiedler eigenvector for object localization. Sec-
ond, [25, 26] showed that the eigenvectors of graph Lapla-
cians yield minimum-energy graph partitions. In our work,
we use this idea to extract semantic segmentations from a
patch-wise semantic affinity matrix.

Spectral graph methods were popularized within the
machine learning and computer vision communities by
[57, 64]. Shi and Malik [64] framed image segmentation
in the language of graph cuts, that is finding a partition of
the graph (i.e. the image) to minimize the similarity of the

partitions. They noted that finding the minimum cut gen-
erally leads to smaller-than-desired partitions, so they nor-
malized by the total weight of all edges connected to each
partition. Ng et al. [57] also performed spectral decomposi-
tion, and then stacked and clustered the eigenvectors along
the eigenvector dimension in order to obtain a fixed num-
ber of partitions. Numerous follow-up works have extended
these ideas to new settings such as co-segmentation [86].

3. Method
Our method is rooted in ideas from spectral graph the-

ory, the study of analyzing properties of graphs by looking
at their spectra (i.e. their eigenvalues). We begin with a gen-
eral overview of spectral methods.

3.1. Background

Let G = (V,E) be a weighted undirected graph with
adjacency matrix W = {w(u, v) : (u, v) ∈ E}. The Lapla-
cian matrix L of this graph is given by L = D − W or
in the normalized case L = D−1/2(D −W )D−1/2, where
D is the diagonal matrix whose entries contain the row-wise
sum ofW . The Laplacian is particularly interesting because
it corresponds to a quadratic form

xTLx =
∑

(u,v)∈E

w(u, v) · (x(u)− x(v))2

for x ∈ Rn with n = |V |. Intuitively, this quadratic form
measures the smoothness of a function x defined on the
graph G. If x is smooth with respect to G, then x(u) is
similar to x(v) whenever u is similar to v (where similarity
is quantified by the weight w(u, v)).

The eigenvectors and eigenvalues of L are the central
objects of study in spectral graph theory. The eigenvectors
yi span an orthogonal basis for functions onG that is, in the
sense described above, the smoothest possible orthogonal
basis:

yi = argmin∥x∥=1,x⊥y<i
xTLx

with y0 = 1 ∈ Rn. The eigenvalues λi, with 0 = λ0 ≤
λ1 ≤ · · · ≤ λn−1, are the values of the right-hand side
of the above expression (which is known as the Courant-
Fischer theorem in the spectral graph theory community).
Thus, it is natural to express functions on G in the basis of
the eigenvectors of the graph Laplacian.

In the context of classical image segmentation, the nodes
ofG correspond to the pixels of an image I∈RMN , and the
edge weights W ∈ RMN×MN correspond to the affinities
between pairs of pixels. The eigenvectors y ∈ RMN can be
thought of as soft image segments. Discrete graph partitions
are often called graph cuts, where the value of cut with two
partitions A and B (A ∪B = V , A ∩B = ∅) is given by

cut(A,B) =
∑

u∈A,v∈B
w(u, v)
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Figure 2. Method overview. Our approach to unsupervised segmentation combines the benefits of modern self-supervised learning with
the benefits of traditional spectral methods. Given an image, we first extract dense features from a network ϕ and use these to construct a
semantic affinity matrix, which we then fuse with low-level color information. We decompose the image into soft segments by computing
the eigenvectors of the Laplacian of this matrix. Second, we can use these eigenvectors for a wide range of downstream tasks. For object
localization (2a), we find that simply taking the sign of the eigenvector with the smallest nonzero eigenvalue, and placing a bounding box
around this region, produces state-of-the-art object localization performance. For semantic segmentation (2b), we convert the eigenvectors
into discrete segments, compute a feature vector for each segment, and cluster these segments across an entire dataset.

i.e., the total weight of edges that have been removed by
partitioning. A normalized version of graph cuts [65] is par-
ticularly useful in practice, and emerges naturally from the
eigenvectors of the normalized Laplacian; the optimal (con-
tinuous) bi-partitioning in this case reduces to finding the
Laplacian eigenvectors.
The choice of W The most important aspect of spectral
methods for image segmentation is the construction of the
adjacency matrixW , which encodes the similarities of each
pair of pixels.

To take the spatial neighborhood and color information
into account, some works (especially for image matting [14,
51]) use a nearest neighbor formulation. KNN-matting con-
verts an image to the HSV color space, and defines for each
pixel a vector ψ(u) = (cos(cH), sin(cH), cS , cV , px, py) ∈
R5 containing both color information (the cH , cS , cV val-
ues) and spatial information (the px, py values). They then
construct a sparse affinity matrix from pixel-wise nearest
neighbors based on ψ:

Wknn(u, v) =

{
1− ∥ψ(u)− ψ(v)∥, u ∈ KNNψ(v),
0, otherwise,

(1)

where u ∈ KNNψ(v) are the k-nearest neighbors of v under
the distance defined by ψ.

This affinity matrix typically yields sharp object bound-
aries, but since it is designed for the image matting setting,
in which a trimap is given, it does not take semantic in-
formation into account. While some recent works have ex-
plored the idea of semantic matting [2,68], they tackle a dif-
ferent problem from us and are limited by their use of large
labeled datasets. Our work combines the benefits of this
classical spectral decomposition with the benefits of deep
self-supervised features for the purpose of unsupervised ob-
ject and scene understanding.

3.2. Semantic Spectral Decomposition

In this section we will describe our formulation of deep
spectral decomposition and its direct application to the
down-stream tasks of object localization and semantic seg-
mentation. An overview is shown in Fig. 2.

Let I ∈ R3×M×N be an image. We will first decompose
I into semantically consistent regions using features of a
neural network. These regions can then be processed into
bounding boxes for object localization or clustered across a
collection of images for semantic segmentation.
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We begin by extracting deep features f = ϕ(I) ∈
RC×M/P×N/P using a network ϕ. As the feature maps of
a network are usually computed at a lower resolution than
the image, we introduce P for this downsampling factor. In
the case where ϕ is a transformer architecture, P represents
the patch size. These features may be extracted from any
part of the network and can even be a combination of dif-
ferent layers, i.e., hyper-columns [31]. In our experiments
with transformers, we find, similarly to [67], that features
from the keys of the last attention layer work especially
well, as they are inherently meant for self-aggregation of
similar features.

We then construct an affinity matrix from the patchwise
feature correlations. Additionally, we threshold the affini-
ties at 0, because the features are designed for aggregating
similar features rather than anti-correlated features:

Wfeat = ffT ⊙ (ffT > 0) ∈ R
MN
P2 ×MN

P2 (2)

These feature affinities contain rich semantic information at
a coarse resolution. To gain back low-level details, we fuse
them with traditional color-level information which can be
seen as features from the 0-th layer of the network.

To perform the fusion, we bilinearly upsample the fea-
tures and downsample the image to an intermediate resolu-
tion M ′ ×N ′. Empirically, we find that using M ′ = M/8
and N ′ = N/8 yields good low-level details while main-
taining a fast runtime. As our color affinity matrix, we use
the sparse KNN-matting matrix (Eq. (1)), although any tra-
ditional similarity matrix can also be used. Our final affinity
matrix is the weighed sum of the feature and color matrices:

W =Wfeat + λknnWknn (3)

where λknn is a user-defined parameter that trades off se-
mantic and color consistency.

Given W , we take the eigenvectors of its Laplacian L =
D−1/2(D − W )D−1/2 to decompose an image into soft
segments: {y0, · · · , yn−1} = eigs(L). Since the first eigen-
vector y0, is a constant vector corresponding to λ0 = 0, for
our purposes we use only y>0.

In Fig. 3, we show qualitative examples of our eigende-
composition. We find that the eigensegments correspond
to semantically meaningful image regions and have well-
delineated boundaries. As such, localization and segmen-
tations tasks arise as natural immediate applications of this
approach. Importantly, if the choice of ϕ is a model trained
with self-supervision on unlabeled data, then it is possible
to address these tasks without supervision and without the
need for finetuning.

3.3. Object Localization

Object localization is the task of identifying, in the form
of a bounding box, the location of the primary object in

Image 2nd Eigenvector1st Eigenvector 3rd Eigenvector 4th Eigenvector

Figure 3. Eigenvectors on PASCAL VOC 2012. Examples of
images and the first 4 corresponding eigenvectors of our feature
affinity matrix (excluding the zero-th constant eigenvector). The
eigenvectors correspond to semantic regions, with the first eigen-
vector usually identifying the most salient object in the image.

an image. To localize the main object, we simply follow
the standard spectral bisection approach. We examine the
Fiedler eigenvector y1 of L and discretize it by taking its
sign to obtain a binary segmentation of an image. We then
take a bounding box around the smaller of the two regions,
which is more likely to correspond to any foreground object
rather than the background.

3.4. Object Segmentation

Object segmentation, also called foreground-background
segmentation, is a binary segmentation task that is very
closely related to object localization; it consists of densely
segmenting the foreground object in an image. We approach
this task in the same manner as object localization, by us-
ing the Fiedler eigenvector y1 to first find a coarse object
segmentation. However, rather than taking a bounding box
around our coarse segment, we apply a simple pairwise
CRF to increase the resolution of our segmentation from
M ′ ×N ′ to M ×N .

3.5. Semantic Segmentation

Semantic segmentation is the task of categorizing each
pixel in an image with a label that is semantically consis-
tent across an entire dataset. Ideally, we would approach
this problem by constructing a Laplacian matrix L of size
MNT ×MNT containing the pairwise affinities of all pix-
els in an entire dataset of size T , but this is computationally
infeasible. As a result, we perform a three-step process in
which we: (1) break each image into segments, (2) com-
pute a feature vector for each segment, and (3) cluster these
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Image Prediction1st Eigenvector Ground Truth

Figure 4. Object localization on PASCAL VOC 2012. From left
to right, we show the original image, a visualization of the mask
produced by thresholding the Fiedler eigenvector at 0, our pre-
dicted bounding boxes, and the ground truth bounding boxes. We
color our bounding boxes in green or red based on whether they do
or do not have IoU greater than 50% with one of the ground-truth
boxes.

segments across a collection of images.

For step (1), we discretize the first m eigenvectors
{y1, · · · , ym} of L by clustering them across the eigenvec-
tor dimension using K-means clustering (for every image
separately). Since we do not know a-priori the number of
meaningful segments for an image, we find empirically that
it is preferable to over-cluster the image into regions. For
step (2), we take a crop around each segment, and com-
pute its feature vector fs using our self-supervised trans-
former. For step (3), we cluster the set of all feature vec-
tors {fs} across all images using K-means clustering with
k clusters. The second clustering step assigns a label to each
segment of each image; adjacent regions with the same la-
bel are merged together, effectively reducing the number of
segments found per image as needed. At the end of this
process, we arrive at a set of semantic image segmentations
consistent across the entire dataset.

Finally, we apply a self-training step to further improve
segmentation quality. We train a standard segmentation
model with a self-supervised backbone using the segmen-
tations obtained above as pseudolabels. As shown in Fig. 5,
this distillation process improves segmentation quality and
inter-image consistency.

Method VOC-07 VOC-12 COCO-20k

Selective Search [78] 18.8 20.9 16.0
EdgeBoxes [73] 31.1 31.6 28.8
Kim et al. [48] 43.9 46.4 35.1
Zhang et al. [94] 46.2 50.5 34.8
DDT+ [84] 50.2 53.1 38.2
rOSD [99] 54.5 55.3 48.5
LOD [79] 53.6 55.1 48.5
DINO-[CLS] [8] 45.8 46.2 42.1
LOST [67] 61.9 64.0 50.7

Ours 62.7 66.4 52.2

Table 1. Single-object localization performance (CorLoc). As
is standard practice, we use the trainval sets of PASCAL VOC
2007 and 2012 for evaluation.

4. Experiments
To evaluate the effectiveness of spectral methods for un-

supervised tasks, we perform experiments on unsupervised
object localization, object segmentation, semantic segmen-
tation and image matting. We use DINO-ViT-Base [8] as
our self-supervised transformer for feature extraction un-
less otherwise noted. Further implementation details are
discussed in the supplementary material.

4.1. Object Localization

We compare our unsupervised object localization
method to prior work on three benchmarks: PASCAL VOC
2007, PASCAL VOC 2012, and COCO-20k (a subset of
20k images from the MS-COCO dataset [53], introduced in
[77]). We evaluate following the same procedure as [67,78].
As is standard practice, we evaluate on the trainval sets of
these datasets. Results are measured in terms of the Cor-
rect Localization (CorLoc) metric, which measures the per-
centage of images on which an object is correctly localized.
Since the images typically contain multiple objects, a pre-
diction bounding box is considered to have correctly iden-
tified an object if it has greater than 50% intersection-over-
union with any ground truth bounding box.

We give quantitative results in Table 1. Compared to
older methods based on identifying co-occurances across
image collections, our method delivers dramatically im-
proved performance. Relative to the state-of-the-art,
LOST [67], which uses the same self-supervised fea-
tures, our method still meaningfully outperforms across all
datasets. In Tab. 2 we ablate the influence of the architecture
on the localization performance and find that transformer-
based models score significantly higher than ResNets, with
larger models performing better. Fig. 4 shows qualitative
examples of our method.

In the supplementary material, we conduct a series of
ablation studies to better understand our proposed method.

8369



Model Pretraining LOST [67] Ours

ResNet-50 DINO 36.8 26.9

ViT-S-16 MoCo-v3 32.5 37.3
ViT-S-16 DINO 61.9 61.6

ViT-B-16 MoCo-v3 53.3 61.1
ViT-B-16 DINO 60.1 61.6

ViT-S-8 DINO 55.5 62.6

ViT-B-8 DINO 46.6 62.7

Table 2. Architecture and pretraining. Single-object localiza-
tion performance on PASCAL VOC 2007. All models are trained
with λknn = 0 to isolate the quality of the features. Vision trans-
formers outperform the convolutional ResNet-50 model, possibly
due to the inherent structure of self-attention layers.

Method CUB DUTS OMR ECSSD

[6] PertGAN 0.380 - - -
[13] ReDO 0.426 - - -
[45] UISB 0.442 - - -
[42] IIC-seg 0.365 - - -
[5] OneGAN 0.555 - - -
[80] Voynov et al. 0.683 0.498 0.453 0.672
[56] Melas-Kyriazi et al. 0.664 0.528 0.509 0.713

Ours 0.769 0.514 0.567 0.733

Table 3. Single-Object Segmentation. We present mIoU scores
across four datasets, comparing to highly-tuned methods based on
GANs [5, 6, 13, 56, 80] and contrastive learning [42].

Our ablations generally support the idea that the spa-
tial attention mechanism in vision transformers results in
the learning of well-localized intermediate features. Con-
cretely, we find that the most effective features for our
tasks are those extracted from the attention keys in the later
blocks of vision transformers.

4.2. Object Segmentation

For single-object segmentation, we evaluate on four
challenging benchmarks: CUB [81], DUTS [82], DUT-
OMRON [89], and ECSSD [66]. We evaluate in the same
manner as [56, 80], using the standard mean intersection-
over-union (mIoU) metric to measure performance. Quan-
titative results are shown in Tab. 3. Our approach gen-
erally outperforms highly-tuned methods based on layer-
wise GAN learning (i.e., PertGAN [6], ReDO [13], One-
GAN [5]), extracting segmentations from GANs (i.e. [56,
80]), and dense contrastive training (e.g. IIC [42]). Qualita-
tive results are shown in the supplement.

Method mIoU
Pretext task methods

Co-Occurrence [40] 4.0
CMP [92] 4.3
Colorization [95] 4.9

Clustering/Contrastive methods

IIC [41] 9.8
MaskContrast† [74] 35.0

Additional baselines

Cluster-Patch 5.3
Cluster-Seg 12.1
Saliency-DINO-ViT-B† 30.1
MaskContrast-DINO-ViT-B† 31.2

Ours w/o self-training 30.8 ± 2.7
Ours 37.2 ± 3.8

Table 4. Semantic Segmentation on PASCAL VOC 2012. We
calculate the average and standard deviation of our method over
four random seeds. † indicates methods using saliency networks
that were initialized from supervised models.

4.3. Semantic Segmentation

We now consider the challenging setting of unsuper-
vised semantic segmentation, which differs from object seg-
mentation in that it involves identifying multiple semantic
masks per image and associating these masks across im-
ages. We evaluate our approach on the PASCAL VOC 2012
dataset, which contains 21 semantic classes (20 classes and
a background class). For the segmentation phase, we start
by clustering the eigenvectors into 15 segments per image.
We then compute a feature vector for each of these seg-
ments, and cluster these across the dataset using K-means
with k = 21 clusters. For the self-training stage, we train a
DeepLab [12] model with a ResNet-50 [33] backbone that
is pre-trained with self-supervision using DINO. We freeze
the first two layers of the ResNet backbone and train the rest
using the AdamW [49] optimizer with learning rate of 0.005
for 3000 steps. We perform self-training on the training set
with a standard cross-entropy loss. Finally, we evaluate the
outputs of the final self-trained model on the validation set
using mIoU. Since clustering results in pseudo-labeling of
image segments, Hungarian matching [50] is used to opti-
mally match clusters to ground truth labels.

In Tab. 4, we compare to prior methods, including
the state-of-the-art MaskContrast [74]. We note that
MaskContrast uses saliency masks from Deep-USPS [58],
which was pre-trained with supervision using labeled data
(Cityscapes [23]). For a fairer comparison, we also train
a version of MaskContrast based on a DINO-pretrained
model (MaskContrast-DINO-ViT-B). Additionally, we give
results for directly clustering DINO-pretrained features
masked with Deep-USPS saliency maps (Saliency-DINO-
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Image MaskContrastBaseline Ours Ground Truth

Figure 5. Sematic Segmentation on PASCAL VOC 2012. From
left to right: we show the original image, the Cluster-Seg baseline,
MaskContrast [74] segmentation, our results and the ground truth.
The Cluster-Seg baseline often fails to adequately capture object
boundaries. Whereas MaskContrast is only able to identify a sin-
gle semantic class per image, our method successfully segments
multiple semantic object in the same image.

ViT-B), i.e., without the additional dense training; this alone
almost reaches the performance of MaskContrast.

Finally, we compare to two additional clustering-based
baselines. The first baseline (Cluster-Patch) is to directly
cluster the self-supervised image features for all patches
across the entire dataset. That is, we extract MN

P 2 ·T features
from all T images and assign them to clusters via K-means
with 21 clusters. The second baseline (Cluster-Seg) uses
K-means (in feature space) for each image individually to
obtain class-agnostic segments, then computes the average
feature within each segment, and finally clusters segments
over the entire dataset (by using K-means with K = 21, as
above).

Qualitative results are shown in Fig. 5. Most notably, in
contrast to [74], we are able to segment multiple different
semantic regions in the same image. For example, in the
third row of the figure, our method correctly segments an
image containing both a dog and a cat, whereas MaskCon-
trast is limited to a single label (cat) for both regions.

4.4. Image Matting

Finally, we show that with a slight modification, our
method can be used for real-world image editing tasks. The
only modification we make is that we perform the spectral
clustering at full resolution rather than at a reduced inter-
mediate resolution. We sparsify the feature affinity matrix
Wfeat by randomly subsampling 1

162 ≈ 0.4% of its entries.
Note that despite the sparsity of W , computing its eigen-

Laplacian Eigenvectors of the matting Laplacian augmented with self-supervised features

Laplacian Eigenvectors of the standard color-based matting Laplacian

Input RGB Image

Extracted RGBA 
Foreground

Figure 6. Image matting. Combining semantic and color infor-
mation yields soft image mattes that are well-suited to image edit-
ing. Left: the original image and the extracted foreground object
using our matting formulation. Right (above): eigensegments de-
rived from our affinity matrix correspond to semantically consis-
tent regions. Right (below): eigensegments from traditional color-
based matting do not capture semantic regions well.

values at full (MN ×MN) resolution is still too slow to
be performed on an entire dataset,2 which is why we use a
lower resolution for the other experiments. However, if we
are only concerned with editing a small number of images,
then computing at full resolution is perfectly feasible.

In Fig. 6, we show examples of our mattes, with and
without the feature affinity term. We see that the mattes are
significantly more useful for editing with our feature affin-
ity term, as they better correspond to objects in the scene.
These mattes can then be used as primitives for further com-
puter graphics operations, such as foreground extraction, se-
lective colorization, or background replacement.

5. Conclusions
In this paper we introduced a method for unsupervised

localization, segmentation and matting based on spectral
graph theory and deep features. Despite the simple for-
mulation, it achieves state-of-the-art unsupervised perfor-
mance for these tasks. It is interesting to note that this per-
formance is only achieved with features from transformer
architectures and not with CNNs, which we attribute to the
inherent functionality of self-attention in transformers that
aligns well with dense localization tasks. While spectral
graph theory has been relegated to a minor role in the age
of deep learning, we find that the inductive biases on which
it is built can be very useful in the unsupervised setting.
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Jean Ponce. Localizing objects with self-supervised trans-
formers and no labels. In Proc. BMVC, November 2021. 3, 5,
6, 7

[68] Yanan Sun, Chi-Keung Tang, and Yu-Wing Tai. Semantic
image matting. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, 2021. 4

[69] Yonglong Tian, Dilip Krishnan, and Phillip Isola. Con-
trastive multiview coding. arXiv.cs, abs/1906.05849, 2019.
2

[70] Yonglong Tian, Chen Sun, Ben Poole, Dilip Krishnan,
Cordelia Schmid, and Phillip Isola. What makes for good
views for contrastive learning? In H. Larochelle, M. Ran-
zato, R. Hadsell, M. F. Balcan, and H. Lin, editors, Advances
in Neural Information Processing Systems, volume 33, pages
6827–6839. Curran Associates, Inc., 2020. 2

[71] Hugo Touvron, Matthieu Cord, Matthijs Douze, Francisco
Massa, Alexandre Sablayrolles, and Hervé Jégou. Training
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