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Abstract

High-order decomposition is a widely used model com-
pression approach towards compact convolutional neural
networks (CNNs). However, many of the existing solutions,
though can efficiently reduce CNN model sizes, are very dif-
ficult to bring considerable saving for computational costs,
especially when the compression ratio is not huge, thereby
causing the severe computation inefficiency problem. To
overcome this challenge, in this paper we propose efficient
High-Order DEcomposed Convolution (HODEC). By per-
forming systematic explorations on the underlying reason
and mitigation strategy for the computation inefficiency, we
develop a new decomposition and computation-efficient ex-
ecution scheme, enabling simultaneous reductions in com-
putational and storage costs.

To demonstrate the effectiveness of HODEC, we per-
form empirical evaluations for various CNN models on dif-
ferent datasets. HODEC shows consistently outstanding
compression and acceleration performance. For compress-
ing ResNet-56 on CIFAR-10 dataset, HODEC brings 67%
fewer parameters and 62% fewer FLOPs with 1.17% ac-
curacy increase than the baseline model. For compress-
ing ResNet-50 on ImageNet dataset, HODEC achieves 63%
FLOPs reduction with 0.31% accuracy increase than the
uncompressed model.

1. Introduction

Deep neural networks (DNNs) have been widely adopted
in various fundamental and downstream computer vision
tasks, such as image classification [11], object detection
[30], action recognition [44], super-resolution [15], seismic
signal analysis [28] and channel decoding [18]. Consid-
ering the inherent high computational and storage costs of
modern large-scale neural networks, in recent years many
model compression approaches have been proposed and
developed. For instance, by exploring and removing the
model redundancy at the neuron level and bit level, respec-

tively, pruning [1, 9, 10, 13, 16, 21, 22, 35, 43] and quanti-
zation [4, 14, 23, 29, 33] are the popular methods that can
efficiently reduce DNN model sizes while preserving high
task accuracy.

DNN Compression via Tensor Decomposition. Alter-
natively, the redundancy of a DNN model can also exhibit
and be further reduced at the network topology level. Moti-
vated by this philosophy and observation, high-order tensor
decomposition, a technique that explores multi-dimensional
low-rankness of DNN models, has been proposed and stud-
ied in the recent years. By decomposing the original large-
scale weight matrices and/or weight tensors to a set of small
tensor cores, tensor decomposition-based compression can
bring significant reduction in neural network sizes. Notably,
as reported in many prior works [2, 3, 24, 26, 37–42], the
state-of-the-art tensor decomposition approaches, e.g., ten-
sor train (TT) and its variant tensor ring (TR) [25, 45], can
achieve ultra-high compression ratio (more than 1,000ˆ)
for various recurrent neural networks (RNNs). Evidently,
such outstanding compression performance is very attrac-
tive for designing and producing compact DNN models.

Limitations on Computation Efficiency. Despite their
very promising potentials in model size reduction, the ad-
vanced TT and TR decomposition approaches suffer severe
computation inefficiency problem, especially when aiming
to accelerate the computation-intensive convolutional neu-
ral networks (CNNs). To be specific, when a CNN model is
decomposed to the TT or TR format, though its total num-
ber of weight parameters is indeed reduced significantly, the
corresponding computational cost (a.k.a., floating point op-
erations per second (FLOPs)) is not saved accordingly, and
sometimes it even increases if only moderate compression
ratio is allowed to preserve accuracy. For instance, when
using the classical TT decomposition [7,24] to factorize the
convolutional layer, with 2.02ˆ compression ratio setting a
TT-format CNN model will even suffer around five times
higher computational cost than the original uncompressed
network. Consequently, consider 1) CNNs are very funda-
mental neural network models that have been very popu-
larly deployed in practice; and 2) tremendous computer vi-
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sion tasks, e.g., object detection and motion prediction, are
very time-sensitive applications and highly demand real-
time processing and acceleration; such computation ineffi-
ciency problem of the tensor decomposition approaches, if
cannot be addressed properly, will severely hinder their fur-
ther widespread deployment in many practical applications.

Technical Preview and Contributions. To overcome
this severe computation inefficiency challenge for the ad-
vanced tensor decomposed CNNs, in this paper we pro-
pose to study and develop efficient High-Order tensor DE-
composed Convolution (HODEC). By performing system-
atic analysis and exploration on the underlying reason and
mitigation strategy for the inefficiency of the classical TT-
format convolution, we further propose and develop the new
decomposition and execution scheme towards computation-
efficient TT-format convolutional layer 1. As a type of plug-
in component, this new tensor decomposed layer can be di-
rectly used in the CNN models and bring simultaneous re-
duction in computational and storage costs. Overall, the
contributions of this paper are summarized as follows:

• We systematically study and analyze the underlying
reason for the computation inefficiency of the conven-
tional TT-format convolution. We then identify and
develop a series of strategies that can further mitigate
this problem and reduce the computational costs.

• Based upon the obtained understanding from our anal-
ysis, we further propose and develop the new decom-
position and execution scheme for the computation-
efficient TT-format convolutional layer, which enjoys
very significant reduction in computational costs and
memory consumption.

• We perform empirical evaluations for various CNN
models on different datasets, and the experimental re-
sults show that HODEC can consistently outperform
the existing pruning and low-rank matrix/tensor de-
composition approaches. For ResNet-56 on CIFAR-
10 dataset, using HODEC can bring 67% fewer model
parameters and 62% fewer FLOPs with 1.17% accu-
racy increase than the baseline. For ResNet-50 on Im-
ageNet dataset, HODEC can achieve 63% FLOPs re-
duction with 0.31% accuracy increase than the uncom-
pressed model.

2. Background and Motivation
2.1. Preliminaries

Notation. Throughout this paper the vectors, matri-
ces and tensors are denoted by boldface lower-case letters,

1This paper only presents the efficient TT-format convolution because
of page limit. Other variants of TT, such as computation-efficient TR-
format convolution, can be derived in a similar way.

boldface capital letters and boldface calligraphic script let-
ters, respectively, e.g., a, A and A. In addition, we use non-
boldface letters with indices in parentheses to represent the
entry. For instance, Api1, ¨ ¨ ¨ , idq denotes the pi1, ¨ ¨ ¨ , idq-
th entry of a d-order tensor A.

Tensor Contraction. Consider two tensors A P

RN1ˆN2ˆM and B P RMˆN3ˆN4 . When the third dimen-
sion of A matches the first dimension of B, the contraction
A ˆ B “ C P RN1ˆN2ˆN3ˆN4 can be calculated as

Cpn1, n2, n3, n4q “

M
ÿ

m

Apn1, n2,mqBpm,n3, n4q. (1)

Tensor Train Decomposition. Given a tensor A P

RN1ˆ¨¨¨ˆNd , it can be represented in tensor train (TT) [25]
format if each element is computed as

Api1, id, ¨ ¨ ¨ , idq “

R0,¨¨¨ ,Rd
ÿ

r0,¨¨¨ ,rd

G1pr0, i1, r1qG2pr1, i2, r2q

¨ ¨ ¨Gdprd´1, id, rdq,
(2)

where tGj P RRj´1ˆNjˆRj udj“1 are called TT-cores, and
R0, R1, ¨ ¨ ¨ , Rd are TT-ranks. Notice that here R0 and Rd

are always equal to 1. Notably, with such TT-format the
original explosive storage complexity is reduced to linear
complexity determined by TT-ranks.

TT-format Matrix-Vector Multiplication. Consider a
matrix W P RIˆO and input vector x P RI . When de-
composing this matrix and transforming the correspond-
ing matrix-vector multiplication to TT format, the original
W and x are first reshaped and transposed as a d-order
weight tensor ĎW P RI1O1ˆ¨¨¨ˆIdOd and a d-order input
tensor sX P RI1ˆ¨¨¨ˆId , respectively, where

śd
j“1 Ij “

I,
śd

j“1 Oj “ O. Then the tensorized ĎW can be decom-
posed to TT format with Eq. 2, and the corresponding TT-
format matrix-vector multiplication is performed as [24]:

sYpo1, ¨ ¨ ¨ , odq “
ÿ

r0,¨¨¨ ,rd

ÿ

i1,¨¨¨ ,id

G1pr0, i1, o1, r1q ¨ ¨ ¨

Gdprd´1, id, od, rdq sX pi1, ¨ ¨ ¨ , idq,

(3)

where sY P RO1ˆ¨¨¨ˆOd is the output tensor, which can be
further reshaped to form the desired output vector y P RO.
Notice tGj P RRj´1ˆIjˆOjˆRj udj“1 are 4-order TT-cores.

TT-format Convolutional Layer (TT-CONV). As indi-
cated in [7], the execution on a classical TT-CONV layer is
essentially built on TT-format matrix-vector multiplication
described in Eq. 3. To be specific, consider a convolutional
layer with a 4-order weight tensor W P RKˆKˆIˆO; when
it is convolved with a 3-order input tensor X P RMˆNˆI ,
the original output tensor Y P RM 1

ˆN 1
ˆO “ X ˚ W is
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Figure 1. Computing scheme of the classical TT-CONV layer.
Here rectangles represent matrices and cubes denote arbitrary
high-order tensor (not limited to 3-order tensor).

explicitly calculated as:

Ypm1, n1, oq “

K
ÿ

k1“1

K
ÿ

k1“1

I
ÿ

i“1

X pm,n, iqWpk1, k2, i, oq,

with m1 “ m ´ k1 ` 1, n1 “ n ´ k2 ` 1,

and M 1 “ M ´ K ` 1, N 1 “ N ´ K ` 1,
(4)

where ˚ denotes the convolution operation.
When compressing the convolutional layer via TT de-

composition, a new matrix X P RM 1N 1
ˆK2I is first con-

structed by concatenating all the flattened patches in the
original input tensor X as:

X pm,n, iq “ Xpm ´ k1 ` 1 ` M 1pn ´ k2q,

k1 ` Kpk2 ´ 1q ` K2pi ´ 1qq,
(5)

and meanwhile a new weight matrix W P RK2IˆO is ob-
tained by reshaping the original weight tensor W as:

Wpk1, k2, i, oq “ W pk1 `Kpk2 ´1q`K2pi´1q, oq. (6)

Then, the original convolution operation described in Eq. 4
is equivalent to the matrix multiplication Y “ XW . With
further reshaping and transposing X and W to tensor sX P

RM 1
ˆN 1

ˆK2
ˆI1ˆ¨¨¨ˆId and ĎW P RK2

ˆI1O1ˆ¨¨¨ˆIdOd , the
computation on the TT-CONV layer can be transformed to
the stack of TT-format matrix-vector multiplications as:

sYpm1, n1, o1, ¨ ¨ ¨ , odq “

K
ÿ

k1“1

K
ÿ

k2“1

ÿ

r0,¨¨¨ ,rd`1

ÿ

i1,¨¨¨ ,id

G0pr0, k1, k2, r1q

G1pr1, i1, o1, r2q ¨ ¨ ¨Gdprd, id, od, rd`1q

sX pm,n, k1, k2, i1, ¨ ¨ ¨ , idq.
(7)

Furthermore, according to Eq. 1, the above element-wise
format computation can be simplified to tensor contraction:

sY “ sX ˆ G0 ˆ G1 ˆ ¨ ¨ ¨ ˆ Gd. (8)
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Figure 2. FLOPs vs Parameter reduction for layer3.0.conv1
in ResNet-18 when using conventional TT-CONV and our pro-
posed HODEC. It is seen that conventional TT-CONV (“Clas-
sical”) layer causes even higher FLOPs consumption than the
uncompressed model (“Baseline”); while the proposed HODEC
(“Ours”) can bring considerable computational saving (see zoom-
in box).

2.2. Challenge on Computation Inefficiency

To date, all of the existing TT decomposed CNNs adopt
the computation scheme described in Eq. 8 to perform
model inference. Unfortunately, though the model size can
be indeed reduced via tensor decomposition, as we will an-
alyze later, the computational cost is not correspondingly
reduced. To simplify the notation during the analysis, we
first assume I and O are evenly factorized, i.e., I1 “ I2 “

¨ ¨ ¨ “ Id “ Im and O1 “ O2 “ ¨ ¨ ¨ “ Od “ Om.
Meanwhile without loss of generality, we also assume all
the elements of TT-ranks are equal and denote them as
R1 “ R2 “ ¨ ¨ ¨ “ Rd´1 “ R.

As described in Eq. 8, the first step of the com-
putation scheme of a TT-CONV layer is the contrac-
tion between sX and G0, where the consumed number
of FLOPs is IdmK2RM 1N 1. Starting from the 2nd com-
putation step, i.e., the contraction between the interme-
diate result and Gj where j ą 0, the FLOPs count
grows by Id´j`1

m Oj
mR2M 1N 1 after each step since the

TT-ranks for Gj are not 1 any more. Consequently, the
overall computational complexity of a TT-CONV layer is
OpdRmaxpRIm,K2qmaxpI,OqM 1N 1q. Compared with
the uncompressed CONV layer with OpIOK2M 1N 1q com-
putational complexity, the FLOPs consumption after us-
ing TT decomposition can be even higher. For instance,
consider a TT-format convolutional layer with I “ 16 “

4 ˆ 4, O “ 32 “ 8 ˆ 4,K “ 3, R “ 8. Although such
decomposition setting can bring 2ˆ reduction in weight pa-
rameters, the number of the required FLOPs increases to
8M; while the corresponding original uncompressed layer
only consumes 3.6M FLOPs. In other words, this exam-
ple decomposed TT-CONV layer exhibit 2ˆ reduction in
model size with penalty of more than 2ˆ increase in FLOPs,
thereby causing severe computation inefficiency.
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(a) Original TT-Format Computation (b) Naive Decomposition

(c) Our Proposal
FLOPs

(a)

(b)

(c)

Figure 3. Different TT-CONV schemes. (a) Original TT-CONV. (b) Decompose each Gj to Aj and Bj . (c) Split tAju and tBju. M and
N are omit for simple notation. Notice here the FLOPs is counted for the computation involved with one Gj or one pair of Aj and Bj .

3. The Proposed Efficient TT-CONV Solution

Aiming to address and overcome this computation inef-
ficiency challenge of the existing TT-format convolutional
layer, in this section we propose to perform systematic anal-
ysis on the underlying reason of such inefficiency, and then
explore the important design knobs to further develop the
efficient TT-CONV solution. To be specific, we will ana-
lyze and answer the following five important questions.

Question #1: Why does the existing TT-CONV execution
scheme cause this computation inefficiency?

Analysis. As illustrated in Fig. 1, the existing compu-
tation on a TT-CONV layer is performed as the consecu-
tive tensor contractions between a pd ` 3q-order input ten-
sor sX P RM 1

ˆN 1
ˆK2

ˆI1ˆ¨¨¨ˆId with pd ` 1q 4-order ten-
sor cores Gj P RRjˆIjˆOjˆRj`1 . Notice that for most Gj

with j ą 0, they always contain two component dimen-
sions as Ij and Oj . Therefore, according to the compu-
tation scheme described in Eq. 1 and Eq. 8, after each
step of tensor contraction, two component dimensions of
the input intermediate result, as Ij and Rj´1, are con-
tracted and eliminated, and two new component dimen-
sions, as Oj and Rj , will appear in the shape of output
intermediate result. Consequently, the intermediate results
that are involved with each step of the TT-CONV com-
putation are always (d ` 1)-order tensors, thereby causing
high computational costs. To be specific, as shown in Fig.
3 (a), at the j-th step, the input intermediate result T j P

RM 1
ˆN 1

ˆIjˆ¨¨¨ˆIdˆO1ˆ¨¨¨ˆOj´1ˆRj is a (d`1)-order tensor
that will be contracted with tensor core Gj ; while the cor-
responding output intermediate result is still a (d` 1)-order
tensor T j`1 P RM 1

ˆN 1
ˆIj`1ˆ¨¨¨ˆIdˆO1ˆ¨¨¨ˆOjˆRj`1 .

Consider I “
śd

j“1 Ij and O “
śd

j“1 Oj , this or-
der-remaining phenomenon means that each step of TT-
CONV computation is always involved with an input with
OpId´j`1

m Oj´1
m RM 1N 1q complexity and and output with

OpId´j
m Oj

mRM 1N 1q complexity. Evidently, the corre-
sponding incurred computational cost is very huge.

Question #2: How should we improve the computation
efficiency of TT-CONV layer?

Analysis. As previously analyzed, the computation inef-
ficiency of TT-CONV layer is caused by the phenomenon
that the intermediate are always kept as (d` 1)-order large-
scale tensors. From the perspective of low-rank analysis,
the underlying reason for this order-remaining phenomenon
is that the tensorized ĎW is not thoroughly decomposed. To
be specific, as illustrated in Fig. 1, the conventional TT de-
composition for ĎW P RK2

ˆI1O1ˆ¨¨¨ˆIdOd only captures the
correlation between IjOj dimension and Ij`1Oj`1 dimen-
sion; while the potential correlation between Ij dimension
and Oj dimension is not explored yet but only simply as-
sumed to exhibit full-rankness. Consequently, for each Gj

with j ą 0 its two component dimensions Ij and Oj are
always bundled, and thereby causing the order-remaining
problem of the intermediate results T j .

Our Proposal. Based on the above analysis, we propose
to further decompose the TT-cores Gj to explore the po-
tential low-rankness correlation between the Ij and Oj di-
mensions. More specifically, as illustrated in Fig. 3(b),
each TT-core Gj P RRjˆIjˆOjˆRj`1 can be further fac-
torized to two new tensor cores Aj P RRjˆIjˆR1

j and
Bj P RR1

jˆOjˆRj`1 . As revealed by its explicit decompo-
sition format, this proposed additional factorization is de-
signed to decouple the computations involved with Ij and
Oj dimensions during the consecutive tensor contractions.

Question #3: What is the suitable tensor contraction
scheme for tAju and tBju?

Analysis. As discussed above, the motivation of decom-
posing the original TT-cores tGjudj“1 to two new tensor
core sets tAju and tBju is to avoid the order-remaining
problem and improve computation efficiency. However,
only simply replacing each Gj by its corresponding pair
of Aj and Bj cannot bring the expected computational re-
duction. To be specific, as illustrated in Fig. 3(b), because
such direct replacement will make the tensor contraction in-
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(b) Our Proposal
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Figure 4. Comparison on approximation error between using two-
stage decomposition and one-stage decomposition for a convolu-
tional layer in ResNet-32. Here the approximation error for each
component kernel filter of this layer is visualized. The same com-
pression ratio of 2.1ˆ is set for both cases.

volved with Aj P RRjˆIjˆR1
j and the one involved with

Bj P RR1
jˆOjˆRj`1 are performed consecutively, the inter-

mediate result after such two contractions will drop the Ij
and Rj dimensions but obtain the Oj and Rj`1 dimensions,
and hence it will still suffer the order-remaining problem
and cannot enjoy the computational saving.

Our Proposal. Based on such observation and aiming to
truly enable the reduction in computational cost, we pro-
pose to re-arrange the sequence of the tensor contraction
for tAju and tBju and split them to two separate groups.
Fig. 3(c) illustrates the key idea of our proposed scheme.
Here the overall execution scheme of the proposed TT-
CONV layer consists of three phase, namely Contract-in,
Core Convolution and Contract-out. To be specific, all the
tensor cores tAju are only involved with the consecutive
tensor contraction in the Contract-in phase as:

Z1 “ sX ˆ A1 ˆ ¨ ¨ ¨ ˆ Ad, (9)

where Z1 P RM 1
ˆN 1

ˆRd is the output of this phase. And
meanwhile, all the tensor cores tBju only participate in the
tensor contraction operation in the Contract-out phase as be-
low:

sY “ Z2 ˆ B1 ˆ ¨ ¨ ¨ ˆ Bd, (10)

where sY P RM 1
ˆN 1

ˆO1ˆ¨¨¨ˆOd is the reshaped version of
the final desired output tensor Y , and Z2 is the output of
the Core Convolution phase that will be discussed later.

As illustrated in Fig. 3, this proposed re-scheduled con-
traction scheme can bring practical computational cost re-
duction. This is because by splitting tAju and tBju to two
different phases, Ij dimension will be contracted and elimi-
nated during the Contract-in phase, and hence the tensor or-
ders of the intermediate results T j in this phase are reduced,
thereby leading to significant saving in computational costs.

Question #4: What is the proper way to realize the pro-
posed further decomposition from Gj to Aj and Bj?

Analysis. As mentioned above, each 4-order tensor core
Gj with j ą 0 can be further decomposed into two 3-order
tensor components Aj and Bj to reduce the computational

costs of TT-CONV layer. However, from the perspective of
model compression, such two-stage decomposition is not
an ideal solution. This is because as a type of low-rank ap-
proximation approach, decomposing ĎW into tGju already
introduces inevitable approximation error for the original
weight tensor ĎW . Simply performing additional decompo-
sition on the tensor cores tGju will further aggregate the ap-
proximation effect, cause considerable information loss and
finally affect the accuracy performance of the entire com-
pressed model. In other words, even though these two de-
composition stages may achieve the optimal approximation
performance for their individual stage, the combinations of
the two locally optimal approaches do not necessarily bring
the globally optimal solution. In particular, considering the
complicated relationship and correlations among the multi-
dimensional information of the original weight tensor ĂW ,
it is very challenging for the straightforward multi-stage de-
composition to identify and capture the multi-dimensional
low-rankness with satisfied performance.

Our Proposal. In order to maximally preserve the
important information in the original uncompressed
weight tensor, we propose to perform one-stage de-
composition. To be specific, we aim to directly de-
compose ĎW to TT-cores tAj P RRj´1ˆIjˆRj udj“1 and
tBj P RRd`jˆOjˆRd`j`1udj“1 without the involvement of
tGjudj“1. We believe such single-stage end-to-end decom-
position strategy is more suitable, since it can leverage the
complete and global information of the original weight ten-
sor, thereby minimizing the information loss and reducing
approximation error. Fig. 4 verifies our hypothesis on an
example weight tensor of one layer of ResNet-32. It is seen
that to obtain the same size tensor cores tAju and tBju,
single-stage decomposition brings much lower approxima-
tion error than its two-stage counterpart.

Question #5: How should G0 be properly handled in the
new contraction scheme?

Analysis. As described in the analysis for Question #3,
our proposed new decomposition and contraction scheme
replaces the original tGjudj“1 by two new groups of new
tensor cores tAjudj“1 and tBjudj“1 with different contrac-
tion phases. In such scenario, the rest tensor core G0 P

RR0ˆKˆKˆR1 can still be kept as the first tensor core to be
contracted with the input tensor rX . However, such strategy
suffers a same drawback that the classical TT-CONV exe-
cution scheme already has – the original input tensor X P

RMˆNˆI has to be enlarged to sX P RM 1
ˆN 1

ˆK2
ˆI1ˆ¨¨¨ˆId

via data-repeating operation (see Eq. 5). Evidently, this
operation causes huge memory overhead since it approxi-
mately causes K2 times increase in input tensor size; how-
ever, such cost is inevitable for the classical TT-CONV
computation because of the need of ensuring mathematical
equivalence for convolution function.

Our Proposal. Fortunately, when tAjudj“1 and tBjudj“1
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Contract-In Core-Convolution Contract-Out

TT Decomposition

Figure 5. The overall decomposition format and execution scheme of the proposed computation-efficient TT-CONV (HODEC).

Algorithm 1 The overall computation scheme of HODEC
Input: TT-cores tAjudj“1, tBjudj“1 and C, input tensor X ,
factorized input channels rI1, ¨ ¨ ¨ , Ids;
Output: Output tensor Y ;

1: rX ÐRESHAPE(X , rM,N, I1, ¨ ¨ ¨ , Ids);
2: Z1 Ð rX ;
3: for j “ 1 to d do Ź Contract-In
4: Z1 ÐTENSORCONTRACT(Z1, Aj);
5: end for
6: Z2 ÐCONV2D(Z1, C); Ź Core-Convolution
7: for j “ 1 to d do Ź Contract-Out
8: Z2 ÐTENSORCONTRACT(Z2, Bj);
9: end for

10: Y ÐRESHAPE(Z2, rM 1, N 1, Os).

are split in our proposed tensor contraction scheme for effi-
cient TT-CONV, the original data repeating-based enlarge-
ment for input tensor X can be avoided. As illustrated in
Fig. 5, we can place C P RRdˆRd`1ˆKˆK , as the new
notation of original G0 in our proposed scheme, between
tAjudj“1 and tBjudj“1 in the execution scheme for the TT-
CONV layer. With such arrangement, the first tensor con-
traction of the entire computation is involved with X in-
stead of sX , thereby significantly reducing memory con-
sumption. Notice that due to the requirement for mathemat-
ical equivalence, the operation between C and its input Z1

is not tensor contraction any more but an explicit standard
convolution as:

Z2 “ Z1 ˚ C, (11)

which we name it as Core Convolution phase in our pro-
posed TT-CONV computation scheme.

The Overall Decomposition and Execution Scheme.
Based on the above five analytic outcomes, we now can
summarize and formalize the decomposition and execu-
tion scheme for the computation-efficient TT-format con-
volutional layer. As illustrated in Fig. 5 and described
in Algorithm 1, the original 4-D weight tensor is decom-
posed to two sets of 3-D tensor cores plus a 4-D con-

volution core. Different from the case for conventional
TT-CONV layer, the new computation scheme consists of
three individual phases, i.e., contract-in, core convolution
and contract-out, whose details are outlined in Algorithm
1. As illustrated in Fig. 2, such new computation scheme
can bring significant saving for FLOPs counts. In gen-
eral, the overall computational complexity of our TT-format
convolution can now be reduced from OpIOK2M 1N 1q to
OppIR`OR`K2R2qMNq, thereby ensuring the simulta-
neous saving in both model sizes and computational costs.

Training for High-accuracy. To obtain the proposed ef-
ficient TT-CONV-based CNN model, a straightforward way
is to simply perform this new TT-CONV decomposition
on the uncompressed model and then fine-tune it. How-
ever, such direct decomposition and fine-tune strategy may
suffer from significant performance degradation due to the
potentially high decomposition error and increased depth
of the model. In order to fully reap the benefits of this
computation-efficient TT-format convolution and improve
the performance, motivated by the idea of gradually impos-
ing the constraint in [43], we propose and develop a similar
training framework that is customized for our efficient TT-
CONV solution. To be specific, we first train the original
uncompressed model in the full-rank format with gradually
imposing TT-ranks onto the weight tensors. Consider the
following training objective:

min ℓpWq,

s.t. tt-rankp ĂWq ď pR,
(12)

where ℓ is loss function, ĂW P RI1ˆ¨¨¨ˆIdˆK2
ˆO1ˆ¨¨¨ˆOd

is the reordered tensor of W by our proposal (see Fig. 5),
and pR “ r pR0, pR1, ¨ ¨ ¨ , pR2d`1s are the desired TT-ranks for
each TT-cores. We leverage alternating direction of aug-
mented Lagrangian (ADAL) algorithm [5, 8] to efficiently
solve this problem. After that, we decompose the well
trained uncompressed model into the proposed efficient TT-
format, and then fine-tune it with a few epochs to further
minimize ℓptAju, tBju,Cq. The overall training procedure
is summarized in Algorithm 2.
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Algorithm 2 Pseudo-code for high-accuracy training

1: def training(w, tt shapes, tt ranks, tau,
2: dense epochs, tt epochs):
3: # Train original model with ADAL

4: train dense(w, tau, dense epochs)

5: # Decompose to TT−format
6: tt cores = dense to tt(w)

7: # Retrain compressed TT−format model
8: train tt(tt cores, tt epochs)

9: def train dense(w, tau, epochs):
10: u, v = zeros(w.shape), Tensor(w)

11: for e in range(epochs):
12: x, y = sample data()

13: y = model predict(w, x)

14: loss = cross entropy(y, y )

15: v = truncate tt ranks(w + u)

16: loss += tau * norm(w − v + u, p=2)
17: loss.backward()

18: u += w − v

4. Experiments

To evaluate the performance of the proposed efficient
TT-format convolution, we conduct compression experi-
ments for different CNN models on CIFAR-10 and Ima-
geNet datasets. On CIFAR-10 dataset, the evaluated mod-
els are ResNet-32 and ResNet-56. On ImageNet dataset,
ResNet-18 and ResNet-50 are selected for evaluation.

Hyper-Parameter Settings. In all experiments the op-
timizer is set as momentum SGD. For ResNet-32 and
ResNet-56 models, the learning rate is set as 0.01 and is
multiplied by 0.1 every 45 epochs. For ResNet-18 and
ResNet-50 models, the learning rate is set as 0.001.

4.1. Performance on CIFAR-10

ResNet-32. As shown in Table 1, when compressing
ResNet-32 with 65% fewer model parameters and 60%
fewer FLOPs, our proposed HODEC can provide 93.05%
top-1 accuracy, which is even 0.56% higher than the base-
line uncompressed model model; while the existing TT-
format convolution [7] suffers from significant computa-
tional overhead (500% FLOPs increase) even it can achieve
50% model size reduction. Meanwhile, compared with the
existing pruning approaches, HODEC enjoys higher FLOPs
reduction and higher accuracy simultaneously.

ResNet-56. Our approach also shows promising per-
formance when compressing ResNet-56. Specifically,
HODEC enjoys 1.17% top-1 accuracy improvement over
the uncompressed baseline with even high FLOPs reduc-
tion of 62%. Compared to the state-of-the-art pruning [31]
and low-rank matrix decomposition [17, 36], our solution
enables higher FLOPs reduction with even higher accuracy.
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Figure 6. (a) Comparison between our HODEC and classical TT-
CONV for training a compressed ResNet-32 model from scratch
on CIFAR-10 dataset. (b) FLOPs reduction curves w.r.t. parame-
ters reduction rate with multiple order d’s for layer3.0.conv1
in ResNet-18.

4.2. Performance on ImageNet

ResNet-18. Table 2 summarizes the compression per-
formance on ImageNet dataset. It is seen that among dif-
ferent approaches for compressing ResNet-18, our HODEC
enjoys the smallest accuracy drop on both top-1 and top-5
accuracy while achieving the highest FLOPs reduction.

ResNet-50. When compressing ResNet-50, with 63%
FLOPs reduction the proposed HODEC can bring 0.31%
and 0.29% top-1 and top-5 accuracy increase, respectively,
over the baseline uncompressed model. Compared to the
state-of-the-art pruning and low-rank matrix decomposition
methods, our solution enjoys nearly 1% more top-1 accu-
racy and 10% more FLOPs reduction. Besides, HODEC
also outperforms the state-of-the-art tensor decomposition
solution [27] via providing almost 2% higher top-1 accu-
racy with similar FLOPs reduction rate.

4.3. Ablation Study

Accuracy Benefit of using Core Convolution. As
shown in Fig. 5, our proposed HODEC performs the core
convolution between contract-in and contract-out phase in-
stead of at the beginning as classical TT-CONV does (see
Fig. 1). In addition to the computational cost saving,
we hypothesize such arrangement can also bring bene-
fit of accuracy improvement. This is because now the
core convolution with the kernel information-contained
C P RRdˆRd`1ˆKˆK is not performed till all the in-
put channel information-involved tensor cores, i.e., Aj P

RRj´1ˆIjˆRj containing Ij channel, are contracted with
rX P RMˆNˆI1ˆ¨¨¨ˆId . Compared with the conventional
TT-CONV that directly performs convolution with G0 P

RR0ˆKˆKˆR1 at the beginning without fully leveraging in-
put channel information, the computing scheme of HODEC
is likely able to better preserve and utilize important spatial
information, thereby providing better performance.

To verify this hypothesis, we compare the training-from-
scratch performance between using HODEC and conven-
tional TT-CONV. Here no pre-trained model or training op-
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Model Compression
Method

Top-1 Acc. (%) FLOPsÓ Params.Ó
Baseline Compressed ∆

ResNet-32
Rethinking [20] Pruning N/A 92.56 N/A 30% 30%
FPGM [12] Pruning 92.63 92.82 +0.19 53% N/A
SCOP Pruning 92.66 92.13 -0.53 56% 56%
Wide [34] Tensor Ring 92.49 90.30 -2.19 N/A 80%
Ultimate [7, 24] Classical TT 92.49 88.30 -4.19 ✕ 80%
HODEC (Ours) Proposed TT 92.49 91.28 -1.21 72% 80%
HODEC (Ours) Proposed TT 92.49 93.05 +0.56 60% 65%

ResNet-56
HRank [19] Pruning 93.26 93.17 -0.09 50% 42%
SCOP [32] Pruning 93.70 93.64 -0.06 56% 56%
NPPM [6] Pruning 93.04 93.40 +0.36 50% N/A
CHIP [31] Pruning 93.26 94.16 +0.75 47% 43%
TRP [36] Low-rank Matrix 93.14 92.63 -0.51 60% N/A
CC [17] Low-rank Matrix 93.33 93.64 +0.31 52% 48%
Ultimate [7, 24] Classical TT 93.04 91.14 -1.90 ✕ 50%
HODEC (Ours) Proposed TT 93.04 94.20 +1.16 62% 67%

Table 1. Performance comparison for compressing CNN models on CIFAR-10 dataset.

Model Compression
Method

Top-1 Acc. (%) Top-5 Acc. (%) FLOPsÓ
Baseline Compr. ∆ Baseline Compr. ∆

ResNet-18
FPGM [12] Pruning 70.28 68.41 -1.87 89.63 88.48 -1.15 42%
SCOP [32] Pruning 69.76 68.62 -1.14 89.08 88.45 -0.63 45%
TRP [36] Low-rank Matrix 69.10 65.51 -3.59 88.94 86.74 -2.20 60%
Stable [27] Tucker-CP 69.76 69.07 -0.69 89.08 88.93 -0.15 67%
HODEC (Ours) Proposed TT 69.76 69.15 -0.61 89.08 88.99 -0.09 68%

ResNet-50
FPGM [12] Pruning 76.15 75.59 -0.56 92.87 92.63 -0.24 42%
HRank [19] Pruning 76.15 74.98 -1.17 92.87 92.33 -0.54 44%
SCOP [32] Pruning 76.15 75.26 -0.89 92.87 92.53 -0.34 55%
NPPM [6] Pruning 76.15 75.96 -0.19 92.87 92.75 -0.12 56%
CHIP [31] Pruning 76.15 76.15 0.00 92.87 92.91 +0.04 49%
TRP [36] Low-rank Matrix 75.90 74.06 -1.84 92.70 92.07 -0.63 45%
CC [17] Low-rank Matrix 76.15 75.59 -0.56 92.87 92.64 -0.23 53%
Stable [27] Tucker-CP 76.13 74.66 -1.47 92.87 92.16 -0.71 62%
HODEC (Ours) Proposed TT 76.13 76.44 +0.31 92.87 93.16 +0.29 63%

Table 2. Performance comparison for compressing CNN models on ImageNet dataset.

timization technique is used for fair comparison. Fig. 6
(a) shows the curves of accuracy-vs-compression ratio. It is
seen that HODEC provides nearly 2% higher accuracy over
the classical TT-CONV while training from the same ran-
domly initialized ResNet-32 models on CIFAR-10 dataset,
thereby demonstrating the benefit of using core convolution.

Influence of Order d. In the proposed HODEC, the de-
composition of the reshaped ĂW can vary via using differ-
ent d’s (the number of orders). Fig. 6 (b) shows the curve
of FLOPs reduction-vs-parameters reduction with different
d’s for an example layer (layer3.0.conv1 in ResNet-
18). It is seen that larger d can slightly lower the FLOPs
reduction but the change is not significant.

5. Conclusion
In this paper, we propose HODEC, an efficient high-

order decomposed convolution solution based on TT-
format, which can simultaneously provide high FLOPs and
parameters reduction. Experimental results show HODEC
exhibits state-of-the-art performance for compressing and
accelerating various CNN models on multiple datasets.
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