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Abstract

Though unsupervised domain adaptation (UDA) has
achieved very impressive progress recently, it remains a
great challenge due to missing target annotations and the
rich discrepancy between source and target distributions.
We propose Spectral UDA (SUDA), an effective and efficient
UDA technique that works in the spectral space and can
generalize across different visual recognition tasks. SUDA
addresses the UDA challenges from two perspectives. First,
it introduces a spectrum transformer (ST) that mitigates
inter-domain discrepancies by enhancing domain-invariant
spectra while suppressing domain-variant spectra of source
and target samples simultaneously. Second, it introduces
multi-view spectral learning that learns useful unsupervised
representations by maximizing mutual information among
multiple ST-generated spectral views of each target sample.
Extensive experiments show that SUDA achieves superior
accuracy consistently across different visual tasks in object
detection, semantic segmentation and image classification.
Additionally, SUDA also works with the transformer-based
network and achieves state-of-the-art performance on ob-
ject detection.

1. Introduction
Deep learning techniques [29,44,71] have achieved great

success in various visual recognition tasks such as image
classification [29,44,71], image segmentation [3,10,51,63]
and object detection [8,20,21,50,60,61]. The great success
is at the price of large quantities of annotated training data
which are often prohibitively laborious and time-consuming
to collect [14, 15, 18, 49]. One alternative that could miti-
gate this constraint is to leverage the off-the-shelf labeled
data from one or multiple related source domains. How-
ever, the model trained with source-domain data often ex-
periences clear performance drop while applied to a target
domain where the data often have discrepant distributions
as compared with the source-domain data [13, 68, 72].
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Figure 1. Illustration of the proposed spectrum transformer (ST):
For images of different domains with clear distribution discrep-
ancies as shown in (a), ST converts them into frequency space
and decomposes the converted frequency signals into multiple fre-
quency components (FCs) in low, middle, and high frequency
bands as shown in (b). It learns to identify and enhance domain-
invariant FCs and suppress domain-variant FCs which effectively
mitigates the inter-domain discrepancy as shown in (c). Note we
increase the image contrast for better visualizing (c).

Unsupervised domain adaptation (UDA) has been ex-
plored to mitigate the discrepancy between source and tar-
get domains. One typical approach is image-to-image trans-
lation with generative adversarial networks (GANs) which
aligns source and target data in the input space by modifying
source data to have similar styles as target data [40, 43, 48].
However, image-to-image translation needs to learn large
amounts of parameters which is usually computationally
intensive. In addition, it impairs the end-to-end feature
of UDA as it needs to train GANs first before applying
them for image translation [40, 43, 48]. Further, it could
degrade UDA by undesirably modifying domain-invariant
image structures that are closely entangled with domain-
variant image styles in the spatial space [23, 89].

We propose Spectral UDA (SUDA) that tackles UDA
challenges by learning domain-invariant spectral features
efficiently and effectively. SUDA works from two per-
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spectives. First, it introduces a spectrum transformer (ST)
that learns to reduce inter-domain discrepancies by enhanc-
ing domain-invariant frequency components (FCs) and sup-
pressing domain-variant FCs as illustrated in Fig. 1. To this
end, we design novel adversarial spectrum attention (ASA)
that can identify domain-variant and domain-invariant FCs
accurately. Second, we design multi-view spectral learn-
ing (MSL) that learns diverse target representations by
maximizing the mutual information among multiple ST-
generated spectral views for each target sample. MSL in-
troduces certain self-supervision which mitigates the lack
of target annotations effectively.

The proposed SUDA has three desirable features. First,
it is generalizable and performs consistently well across dif-
ferent visual tasks such as image classification, image seg-
mentation and object detection. Second, it is an online and
learnable technique whereas GANs-based image translation
is offline and traditional image preprocessing is mostly non-
learnable. Third, it is complementary with existing UDA
methods and can be incorporated with consistent and clear
performance boosts but little extra computation.

The contributions of this work are threefold. First, we
designed SUDA that tackles UDA challenges effectively by
learning domain-invariant spectral features. Second, we de-
sign an online learnable spectrum transformer that mitigates
inter-domain discrepancy by enhancing domain-invariant
FCs and suppressing domain-variant FCs simultaneously.
To this end, we design ASA that leverages contextual in-
formation to identify domain-variant and domain-invariant
FCs accurately. Third, we design MSL that can learn di-
verse target representations by maximizing mutual informa-
tion among multiple spectral views of each target sample.
MSL mitigates the lack of target annotations effectively.

2. Related Works
Unsupervised Domain Adaptation. UDA has been

studied extensively in recent years, largely for alleviating
data annotation constraint in deep network training in var-
ious visual recognition tasks [13, 19, 26–28, 33, 35, 38, 39,
53, 75, 92]. Besides adversarial learning [13, 30, 46, 67, 72,
74, 88] and self-training [42, 84, 92, 93], image-to-image
translation [40, 43, 48] has been studied for reducing inter-
domain discrepancy in the input space. To this end, a num-
ber of GANs [22,89] have been designed for translating im-
age styles yet with minimal modification of image struc-
tures. However, GAN training is usually time-consuming,
which generally makes UDA frameworks not end-to-end
trainable as they need to train GANs first before applying
them to UDA. In addition, GAN-based translation works in
spatial space where image styles and image structures are
closely entangled which inevitably modifies image struc-
tures undesirably. Some work [83] attempts to translate
images in frequency space by swapping certain pre-defined

FCs of source and target images, but it is non-learnable and
cannot accommodate individual images that usually have
different spectral characteristics. Recently, a few studies
handle UDA via contrastive learning [36, 86] and adversar-
ial attacking [37].

We design a spectrum transformer that learns to iden-
tify domain-variant and domain-invariant FCs for each indi-
vidual image. It mitigates the inter-domain discrepancy by
adaptively enhancing domain-invariant FCs and suppress-
ing domain-variant FCs across source and target images.

Learning in Frequency Space. Image preprocessing
in spectral space has been widely studied with various
spectral filters in the traditional image processing stud-
ies [4, 9]. However, most traditional spectral preprocessing
techniques are deterministic which handle each individual
image in the same manner. Spectrum learning has attracted
increasing attention recently with the advance of deep learn-
ing, and it has been studied for different vision tasks such as
image translation [5, 17, 80], image compression [80], net-
work generalization [34,81] and domain adaptation [37,82].

We explored spectrum learning for the task of UDA.
Specifically, we design multi-view spectral learning that
generates different spectral views for each target image and
maximizes their mutual information to learn diverse target
representations without any image labels or annotations.

Visual Attention. Visual attention has been widely stud-
ied in various visual recognition tasks. It can be broadly
categorized into channel attention [32, 59] and spatial at-
tention [76] that aim to identify informative channels and
spatial dependencies within each single channel, respec-
tively. Certain hybrid attention [7, 47, 77] which combines
channel and spatial attention has also been developed for
better focus on informative image regions. Recently, self-
attention [73] has attracted increasing interest due to its
powerful capability in learning spatial dependencies within
input images. In addition, self-attention, which aggregates
information across multiple self-attention at different image
positions, has been explored in different visual recognition
tasks [8, 16, 78, 87, 91].

We design ASA that introduces adversarial learning to
help identify domain-variant and domain-invariant FCs.
ASA works with multiple disentangled FCs which allows
to model attention effectively.

Other Related Works. Our proposed multi-view spec-
tral learning is also related to consistency training [1,12,45,
55,56], which enforces prediction consistency between dif-
ferent views of an input image. For example, PixMatch [55]
directly enforces pixel-level consistency of predictions from
different data augmentations (e.g, CutMix, Fourier augmen-
tation). SAC [1] acquires robust pseudo labels by fusing
multiple predictions from different scales and retrains the
network with data augmentations.
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Figure 2. The overview of the proposed SUDA: For source image xs and target image xt, SUDA first creates two spectral views for each
of them with ST1 and ST2 (having different parameters via a discrepancy loss Ldis) and then feeds the spectral views to a discriminator
Cd for adversarial learning for inter-domain adaptation. The ST outputs x̂1

s and x̂2
s are fed to a visual task model G for supervised learning,

while x̂1
t and x̂2

t are fed to G for self-supervised learning under an unsupervised similarity loss Lsim. The graph at the bottom shows more
details of the ST design. For an input image x, ST first transforms it to spectral representations which are then decomposed to N FCs xN .
ASA then learns to identify and enhance domain-invariant FCs and suppress domain-variant FCs adaptively. Finally, the re-weighted FCs
are recomposed back to a spatial-space image x̂ for the ensuing supervised and self-supervised learning.

3. Method
3.1. Task Definition

This work focuses on UDA in different visual recogni-
tion tasks such as image classification, image segmentation,
and object detection. It involves a labeled source domain
Ds =

{(
xi
s, y

i
s

)}Ns

i=1
, where yis is the label of the sample

xi
s, and an unlabeled target domain Dt =

{(
xi
t

)}Nt

i=1
. The

goal is to train a model G that well performs in Dt. The
baseline model is trained with the data in Ds only:

Lsup = l(G(xs), ys), (1)

where l(·) denotes a task-related loss, e.g., the standard
cross-entropy loss for image classification.

3.2. Spectral Unsupervised Domain Adaptation

We propose SUDA, an innovative spectral-space UDA
technique that handles UDA by learning domain-invariant
spectral features. SUDA has two key designs including
a spectrum transformer for inter-domain adaptation and
multi-view spectral learning for self-supervised learning.

Overview. Fig. 2 shows the framework of the proposed
SUDA and the design of ST. Given a source-domain im-
age xs ∈ Ds and a target-domain image xt ∈ Dt, two
complementary STs ST1 and ST2 (having different param-
eters via a discrepancy loss Ldis) first transform the two im-
ages into spectral space and decompose them into multiple
frequency components (FCs). The proposed ASA within
ST then learns to identify and enhance domain-invariant
FCs and suppress domain-variant FCs simultaneously via
an adversarial loss Ladv with the discriminator Cd. ASA
thus mitigates inter-domain discrepancies and leads to inter-
domain adaptation effectively.

Here x̂1
t and x̂2

t as the output of ST1 and ST2 capture
different spectral views of the target sample xt. They are
fed to a visual task model G for self-supervised learning,
where the proposed MSL strives to maximize the mutual
information among the two augmentations of xt. Note we
employ two STs for producing different spectral views of xt

which allows to learn more diverse target representations.
SUDA can work with a single ST without MSL as well,
more details to be discussed in the experiment section.

Spectrum Transformer: We design spectrum trans-
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Algorithm 1 The proposed SUDA.

Require: Source domain Ds; Target domain Dt; Visual
task model G; Spectrum transformers ST1 and ST2

Ensure: Learnt networks ST1, ST2 and G
1: for iter = 1 to Max Iter do
2: Sample a source data {xs, ys} ∈ Ds and a target data

xt ∈ Dt

3: Inter-domain Adaptation:
4: Calculate ST1(xs), ST2(xs), ST1(xt) and

ST2(xt) by Eq. 2
5: Calculate Ladv by Eq. 5
6: Self-supervised Learning:
7: Calculate Ldis by Eq. 6
8: Calculate Lsim by Eq. 7
9: Supervised Learning:

10: Calculate Lsup by Eq. 1
11: Optimize ST1, ST2 and visual task model G by Eq. 8
12: end for
13: return ST1, ST2 and G

former for inter-domain adaptation. Given an image x ∈
R3×H×W , ST first transforms it into spectral representation
with Fast Fourier Transform. It then decomposes the spec-
tral representation into N FCs (i.e., xN = {xn}Nn=1 ,xn ∈
R3×1×H×W ) evenly by using a band pass filter. The de-
composed xN is fed to ASA within ST to enhance domain-
invariant FCs and suppress domain-variant FCs adaptively.
The design of ASA is shown at the bottom of Fig. 2 and its
definition is presented below.

Definition 1 The proposed ASA is defined by:

ASA(xN ) =Wcs(Concat(A1(x
N
∗ ), A2(x

N
∗ ), ...,

Ah(x
N
∗ ), ..., AH(xN

∗ ))PH) xN
(2)

where xN
∗ ∈ R3N×1 is pooled vector of xN , Ah(·) is sin-

gle attention head and Concat(·) denotes the concatena-
tion of the outputs of Ah(·). PH ∈ RHdh×d projects the
concatenation, where d = 3N and dh = d/H . Chan-
nel and spatial-wise attention Wcs(·) takes the projected
concatenation as input and further weights the decomposed
xN . Each single attention head Ah(·) is defined as a stan-
dard scaled dot-product attention, which maps a query (Q)
and a set of key-value (K, V ) pairs into an output:

(K,V,Q) = xN
∗ Pkvq, (3)

Ah(x
N
∗ ) = Softmax(QKT /

√
dh)V, (4)

where the values of K, V and Q for each head are projected
from input xN

∗ by Pkvq ∈ Rd×3dh .

In final, the output of the ASA is reshaped back to the
size of 3 ×N ×H ×W and further recomposed to a full-
spectrum spatial image x̂ ∈ R3×H×W by concatenation.
The output x̂ from ST and its corresponding domain label
(0 or 1) are then forwarded to discriminator Cd for reducing
inter-domain discrepancies in the input space. Cd performs
adversarial learning with an adversarial loss Ladv:

Ladv = E[logCd(ST (xs))]

+ E[log(1− Cd(ST (xt)))]
(5)

Remark 1 Note ST performs inter-domain adaptation by
employing attention mechanisms which are essentially sim-
ple matrix multiplication operations. Compared with GANs
that perform image translation, ST is much more efficient
as it can be trained with visual task model G in an end-to-
end manner. Specifically, ST only involves 1 attention layer
with about 37, 000 parameters whereas a typical image
translation GAN involves 9 convolutional layers with about
11, 000, 000 parameters [89]. Due to the high computation
costs of GANs, most GAN-based UDA methods [2, 40, 43]
first train image translation GANs separately which ruins
the end-to-end property of UDA undesirably.

Multi-View Spectral Learning: We develop multi-view
spectral learning that exploits self-supervision for learning
unsupervised target representation. For each target image
xt, SUDA creates two complementary spectral views x̂1

t

and x̂2
t by employing two spectrum transformers ST1 and

ST2. We enforce ST1 and ST2 to have different parameters
by a discrepancy weight loss Ldis so that ST1 and ST2 can
learn complementary domain-invariant FCs of xt:

Ldis =
θ⃗1 · θ⃗2∥∥∥θ⃗1∥∥∥∥∥∥θ⃗2∥∥∥ , (6)

where θ⃗1 and θ⃗2 denote the parameters of ST1 and ST2.
The two complementary spectral views of xt are then

forwarded to a visual task model G which produces pre-
dictions p1 = G(x̂1

t ) and p2 = G(x̂2
t ). To maximize the

mutual information [11, 25] of the two spectral views, we
minimize a similarity loss Lsim between p1 and p2 by:

Lsim = ||p1 − p2||. (7)

Remark 2 Note we implement two complementary STs in
SUDA for learning more diverse domain-invariant spectral
information. We also introduce a discrepancy loss Ldis in
Eq. 6 that enhances this feature by forcing the two STs to
learn different parameters. Hence, a single ST learns to
minimize inter-domain discrepancy, while the two STs learn
more diverse information from different spectral views for
each training sample.
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Cityscapes → Foggy cityscapes Object Detection
Methods Backbone person rider car truck bus train mcycle bicycle mAP
Faster R-CNN [61] (Baseline) ResNet-50 26.9 38.2 35.6 18.3 32.4 9.6 25.8 28.6 26.9
DAF [13] ResNet-50 29.2 40.4 43.4 19.7 38.3 28.5 23.7 32.7 32.0
+SUDA ResNet-50 39.5 46.8 54.6 29.3 50.7 44.6 31.6 39.5 42.1
SCDA [90] ResNet-50 33.8 42.1 52.1 26.8 42.5 26.5 29.2 34.5 35.9
+SUDA ResNet-50 39.7 47.7 54.3 27.6 51.8 46.5 31.2 39.6 42.3
SWDA [67] ResNet-50 31.8 44.3 48.9 21.0 43.8 28.0 28.9 35.8 35.3
+SUDA ResNet-50 39.5 48.2 57.8 29.5 52.9 37.5 34.5 41.3 42.7
SUDA ResNet-50 40.2 47.9 54.6 28.5 49.5 39.2 33.8 41.5 41.9
DETR [91] (Baseline) ResNet-50 43.7 38.0 57.2 15.2 34.7 14.4 26.1 42.4 34.0
DAF [13] ResNet-50 49.4 49.7 62.1 23.6 43.8 21.6 31.3 43.1 40.6
+SUDA ResNet-50 50.5 51.7 64.1 26.7 48.5 14.2 38.1 49.5 42.9
SWDA [67] ResNet-50 49.0 49.0 61.4 23.9 43.1 22.9 31.0 45.2 40.7
+SUDA ResNet-50 50.7 50.3 67.3 22.3 45.2 27.4 34.0 48.9 43.3
CRDA [79] ResNet-50 49.8 48.4 61.9 22.3 40.7 30.0 29.9 45.4 41.1
+SUDA ResNet-50 52.3 51.6 66.7 30.4 47.1 11.9 36.8 48.7 43.2
CF [88] ResNet-50 49.6 49.7 62.6 23.3 43.4 27.4 30.2 44.8 41.4
+SUDA ResNet-50 51.2 51.4 68.5 25.3 48.0 26.5 33.8 49.9 44.3
SAP [46] ResNet-50 49.3 49.9 62.5 23.0 44.1 29.4 31.3 45.8 41.9
+SUDA ResNet-50 51.4 52.2 67.5 28.7 49.6 28.7 39.2 50.4 46.0
SUDA ResNet-50 50.5 51.7 64.1 26.7 48.5 13.1 38.1 49.5 42.8

Table 1. Experiments on UDA-based object detection task Cityscapes → Foggy Cityscapes.

PASCAL VOC → Clipart1k Object Detection
Methods aero bcyc. bird boat bott. bus car cat chair cow table dog horse bike pers. plant sheep sofa train tv mAP
Baseline [61] 35.6 52.5 24.3 23.0 20.0 43.9 32.8 10.7 30.6 11.7 13.8 6.0 36.8 45.9 48.7 41.9 16.5 7.3 22.9 32.0 27.8
DAF [13] 15.0 34.6 12.4 11.9 19.8 21.1 23.2 3.1 22.1 26.3 10.6 10.0 19.6 39.4 34.6 29.3 1.0 17.1 19.7 24.8 19.8
+SUDA 28.2 53.8 37.1 15.4 37.6 66.6 35.3 21.7 38.7 48.7 18.3 28.4 24.4 82.4 61.0 44.5 11.9 34.4 49.5 59.7 39.9
SWDA [67] 26.2 48.5 32.6 33.7 38.5 54.3 37.1 18.6 34.8 58.3 17.0 12.5 33.8 65.5 61.6 52.0 9.3 24.9 54.1 49.1 38.1
+SUDA 33.7 61.8 36.9 23.1 39.2 56.2 33.9 23.4 38.7 45.9 15.4 23.4 25.8 75.8 58.6 41.8 15.7 33.2 61.7 60.1 40.2
SUDA 33.8 56.1 32.3 24.1 30.9 54.6 38.5 18.4 34.0 41.0 18.7 24.3 29.5 84.0 57.6 49.1 14.3 36.3 55.6 51.6 39.2

Table 2. Experiments on UDA-based object detection task PASCAL VOC → Clipart1k.

Cityscapes → Foggy cityscapes
Methods Lsup Ladv Ldis Lsim mAP
Baseline [91] ✓ 34.0
+Single ST ✓ ✓ 40.6
+Two STs ✓ ✓ ✓ 41.8
+Two STs +MSL(SUDA) ✓ ✓ ✓ ✓ 42.8

Table 3. Ablation study of the proposed Spectrum Transformer
and Multi-view Spectral Learning over object detection task
Cityscapes → Foggy Cityscapes.

Overall Training Objective. The objective of SUDA
consists of three losses as stated in Algorithm 1, namely, the
supervised task loss Lsup in Eq. 1, the inter-domain adap-
tation loss Ladv in Eq. 5, and the self-supervised learning
loss Lself which consists of the discrepancy loss Ldis and
the similarity loss Lsim in Eqs. 6 and 7. The overall training
objective can thus be formulated by

max
Cd

min
G,ST

Lsup − λcLadv + λsLself , (8)

where λc and λs denote the balance weights.

4. Experiment
This section presents experiments including datasets and

implementation details, domain adaptation evaluations for
object detection, image classification, and semantic seg-
mentation tasks, and discussion, respectively. More details
are to be described in the ensuing subsections.

4.1. Datasets

We evaluate SUDA over multiple datasets across differ-
ent visual UDA tasks on object detection, image classifica-
tion and semantic segmentation as listed:
UDA for Object Detection: We study two object detection
tasks Cityscapes [14] → Foggy Cityscapes [69] and PAS-
CAL VOC [18] → Clipart1k [40].
UDA for Image Classification: We study two UDA-based
image classification tasks VisDA17 [57] and Office-31 [65].
For VisDA17, we evaluate the task synthetic→real. For
Office-31, we study six adaptation tasks: A→W, D→W,
W→D, A→D, D→A, and W→A.
UDA for Semantic Segmentation: We study two
synthetic-to-real semantic segmentation tasks GTA5 [62] →
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VisDA17 Classification
Methods aero. bike bus car horse knife motor person plant skate. train truck Mean
Res-101 [29] 55.1 53.3 61.9 59.1 80.6 17.9 79.7 31.2 81.0 26.5 73.5 8.5 52.4
MCD [68] 87.0 60.9 83.7 64.0 88.9 79.6 84.7 76.9 88.6 40.3 83.0 25.8 71.9
ADR [66] 87.8 79.5 83.7 65.3 92.3 61.8 88.9 73.2 87.8 60.0 85.5 32.3 74.8
SimNet-Res152 [58] 94.3 82.3 73.5 47.2 87.9 49.2 75.1 79.7 85.3 68.5 81.1 50.3 72.9
GTA-Res152 [70] - - - - - - - - - - - - 77.1
CBST [92] 87.2 78.8 56.5 55.4 85.1 79.2 83.8 77.7 82.8 88.8 69.0 72.0 76.4
+SUDA 89.6 79.0 69.0 66.1 88.5 79.9 86.7 79.6 85.4 87.7 81.0 73.8 80.5
CRST [93] 88.0 79.2 61.0 60.0 87.5 81.4 86.3 78.8 85.6 86.6 73.9 68.8 78.1
+SUDA 91.5 79.7 71.9 66.5 88.5 81.1 85.6 79.5 86.2 86.5 79.9 74.3 80.9
SUDA 88.3 79.3 66.2 64.7 87.4 80.1 85.9 78.3 86.3 87.5 78.8 74.5 79.8

Table 4. Experiments on UDA-based image classification task VisDA17.

Office-31 Classification
Methods A→W D→W W→D A→D D→A W→A Mean
ResNet-50 [29] 68.4 96.7 99.3 68.9 62.5 60.7 76.1
JAN [52] 85.4 97.4 99.8 84.7 68.6 70.0 84.3
GTA [70] 89.5 97.9 99.8 87.7 72.8 71.4 86.5
CBST [92] 87.8 98.5 100.0 86.5 71.2 70.9 85.8
+SUDA 90.5 98.6 100.0 91.4 72.7 72.1 87.6
CRST [93] 89.4 98.9 100.0 88.7 72.6 70.9 86.8
+SUDA 91.0 98.8 100.0 91.9 72.9 72.3 87.8
SUDA 90.8 98.7 100.0 91.2 72.2 71.4 87.4

Table 5. Experiments on UDA-based image classification task
Office-31.

Cityscapes [14] and SYNTHIA [64] → Cityscapes.
Due to the space limit, we provide more details about

datasets in Section A.1 in supplementary materials.

4.2. Implementation Details

Object Detection: For Cityscapes→ Foggy Cityscapes,
we adopt Faster R-CNN [61] and deformable-DETR [91]
as detection networks and ResNet-50 [29] as backbone as
in [6,91]. For PASCAL VOC → Clipart1k, we adopt Faster
R-CNN with ResNet-101 [29] as in [40, 67].

Image Classification: Following [65, 93], we use
ResNet-101 and ResNet-50 [29] as backbones for the tasks
VisDA17 and Office-31, respectively.

Semantic Segmentation: We use DeepLab-V2 [10]
with ResNet-101 [29] as the segmentation network as
in [72, 92].

For all visual recognition tasks, we set the number of FCs
N at 32. Due to the space limit, we provide more implemen-
tation details in Section A.2 in supplementary materials.

4.3. Domain Adaptive Object Detection

We first benchmark the proposed SUDA with state-of-
the-art domain adaptive object detection methods over two
UDA tasks Cityscapes→ Foggy Cityscapes and PASCAL
VOC → Clipart1k. Tables 1 and 2 show experimental re-
sults. It can be seen that SUDA achieves competitive ob-
ject detection performance as compared with all highly-

optimized state-of-the-art methods across two very differ-
ent network architectures (Faster R-CNN and deformable-
DETR). In addition, SUDA is complementary to most ex-
isting methods which produces clear and consistent perfor-
mance boosts while incorporated as a plug-in.

We also examine the proposed SUDA by performing
several ablation studies over a domain adaptive object de-
tection task Cityscapes→ Foggy Cityscapes. Table 3 shows
experimental results. It can be seen that including either one
or two STs in +Single ST and +Two STs outperforms the
Baseline (deformable-DETR) by large margins. In addi-
tion, including two complementary STs in +Two STs per-
form clearly better than including a single ST in +Single
ST as the two STs learn more diverse and complementary
domain-invariant spectral information. Further including
MSL beyond the two STs in +Two STs +MSL (SUDA)
performs clearly the best, demonstrating the effectiveness
of the proposed multi-view spectral learning.

4.4. Domain Adaptive Image Classification

We evaluate and benchmark SUDA over two domain
adaptive image classification tasks VisDA17 and Office-31.
Tables 4 and 5 shows experimental results, where SUDA
outperforms all state-of-the-art methods clearly. In addi-
tion, SUDA is complementary to existing methods which
produces consistent and clear performance boosts while in-
corporated as a plug-in. Note we perform the complemen-
tary studies over a few representative domain adaptive im-
age classification methods only due to space limit.

4.5. Domain Adaptive Semantic Segmentation

We evaluate and benchmark SUDA over two domain
adaptive semantic segmentation tasks GTA5 → Cityscapes
and SYNTHIA → Cityscapes. Tables 6 and 7 show exper-
imental results. We can see that SUDA achieves compet-
itive segmentation performance as compared with highly-
optimized state-of-the-art methods. In addition, it is com-
plementary with existing methods which produce consistent
performance boosts while incorporated as a plug-in.
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GTA5 → Cityscapes Semantic Segmentation
Methods road side. buil. wall fence pole light sign vege. ter. sky pers. rider car truck bus train mot. bike mIoU
Baseline [29] 75.8 16.8 77.2 12.5 21.0 25.5 30.1 20.1 81.3 24.6 70.3 53.8 26.4 49.9 17.2 25.9 6.5 25.3 36.0 36.6
AdaptSeg [72] 86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.7 32.5 35.4 3.9 30.1 28.1 42.4
CBST [92] 91.8 53.5 80.5 32.7 21.0 34.0 28.9 20.4 83.9 34.2 80.9 53.1 24.0 82.7 30.3 35.9 16.0 25.9 42.8 45.9
AdvEnt [75] 89.4 33.1 81.0 26.6 26.8 27.2 33.5 24.7 83.9 36.7 78.8 58.7 30.5 84.8 38.5 44.5 1.7 31.6 32.4 45.5
CRST [93] 91.0 55.4 80.0 33.7 21.4 37.3 32.9 24.5 85.0 34.1 80.8 57.7 24.6 84.1 27.8 30.1 26.9 26.0 42.3 47.1
BDL [48] 91.0 44.7 84.2 34.6 27.6 30.2 36.0 36.0 85.0 43.6 83.0 58.6 31.6 83.3 35.3 49.7 3.3 28.8 35.6 48.5
CrCDA [39] 92.4 55.3 82.3 31.2 29.1 32.5 33.2 35.6 83.5 34.8 84.2 58.9 32.2 84.7 40.6 46.1 2.1 31.1 32.7 48.6
RDA [37] 89.8 39.1 81.7 27.6 19.9 34.2 35.9 23.3 82.1 29.5 76.6 58.3 26.0 82.1 32.5 45.2 15.3 26.9 33.5 45.2
+SUDA 91.5 52.1 82.2 32.3 24.2 36.2 44.3 36.3 84.1 39.4 78.3 59.6 26.2 83.7 37.5 45.8 12.4 27.7 39.0 49.1
TIR [41] 92.9 55.0 85.3 34.2 31.1 34.9 40.7 34.0 85.2 40.1 87.1 61.0 31.1 82.5 32.3 42.9 0.3 36.4 46.1 50.2
+SUDA 92.6 54.9 85.9 31 30.6 37.6 43.6 41.3 84.5 39.3 87 60.4 32.6 84.6 38.3 46.7 11.2 34.9 43.7 51.6
FDA [83] 92.5 53.3 82.4 26.5 27.6 36.4 40.6 38.9 82.3 39.8 78.0 62.6 34.4 84.9 34.1 53.1 16.9 27.7 46.4 50.5
+SUDA 93.4 55.1 84.9 31.5 28.9 38.3 45.6 41.9 84.6 40.0 83.1 61.4 31.3 84.8 41.1 50.5 15.4 30.8 43.9 51.9
ProDA [85] 87.8 56.0 79.7 46.3 44.8 45.6 53.5 53.5 88.6 45.2 82.1 70.7 39.2 88.8 45.5 59.4 1.0 48.9 56.4 57.5
+SUDA 94.5 67.5 86.4 45.1 41.4 47.1 50.5 55.6 89.6 48.1 87.4 67.3 1.1 88.9 39.1 60.2 33.3 44.5 61.1 58.3
SUDA 91.1 52.3 82.9 30.1 25.7 38.0 44.9 38.2 83.9 39.1 79.2 58.4 26.4 84.5 37.7 45.6 10.1 23.1 36.0 48.8

Table 6. Experiments on UDA-based semantic segmentation task GTA5 → Cityscapes.

SYNTHIA → Cityscapes Semantic Segmentation
Methods road side. buil. wall fence pole light sign vege. sky pers. rider car bus mot. bike mIoU mIoU*
Baseline [29] 55.6 23.8 74.6 9.2 0.2 24.4 6.1 12.1 74.8 79.0 55.3 19.1 39.6 23.3 13.7 25.0 33.5 38.6
AdaptSeg [72] 84.3 42.7 77.5 - - - 4.7 7.0 77.9 82.5 54.3 21.0 72.3 32.2 18.9 32.3 - 46.7
AdvEnt [75] 85.6 42.2 79.7 8.7 0.4 25.9 5.4 8.1 80.4 84.1 57.9 23.8 73.3 36.4 14.2 33.0 41.2 48.0
CrCDA [39] 86.2 44.9 79.5 8.3 0.7 27.8 9.4 11.8 78.6 86.5 57.2 26.1 76.8 39.9 21.5 32.1 42.9 50.0
CRST [93] 67.7 32.2 73.9 10.7 1.6 37.4 22.2 31.2 80.8 80.5 60.8 29.1 82.8 25.0 19.4 45.3 43.8 50.1
TIR [41] 92.6 53.2 79.2 - - - 1.6 7.5 78.6 84.4 52.6 20.0 82.1 34.8 14.6 39.4 - 49.3
+SUDA 83.9 40.1 76.9 4.5 0.1 26.1 22.9 26.4 79.6 80.7 58.1 28.3 81.0 37.4 35.1 46.8 45.5 53.6
FDA [83] 79.3 35.0 73.2 - - - 19.9 24.0 61.7 82.6 61.4 31.1 83.9 40.8 38.4 51.1 - 52.5
+SUDA 85.6 38.8 76.7 9.2 0.2 28.4 25.4 27.0 78.4 81.7 60.4 28.6 82.8 38.8 36.2 48.1 46.7 54.5
SUDA 83.4 36.0 71.3 8.7 0.1 26.0 18.2 26.7 72.4 80.2 58.4 30.8 80.6 38.7 36.1 46.1 44.6 52.2

Table 7. Experiments on UDA-based semantic segmentation task SYNTHIA → Cityscapes. mIoU is evaluated on 16 classes, and mIoU*
is evaluated on 13 classes.

5. Discussion

Generalization across Visual Tasks: The proposed
SUDA is generally applicable to various visual recognition
tasks as described in Sections 4.3, 4.4 and 4.5. With sim-
ple implementation and minimal fine-tuning as described
in Section 4.2, it produces competitive performance consis-
tently across different tasks as shown in Tables 1-7. The
superior generalization is largely attributed to the spec-
tral transformer and multi-view spectral learning which are
task-agnostic by learning domain-invariant spectra.

Complementarity Study: The proposed SUDA is com-
plementary to most existing visual recognition methods
consistently (while incorporated as a plug-in) as shown in
Tables 1-7. The synergistic effect is largely attributed to
the proposed spectrum transformer and multi-view spectral
learning which work in spectral domain whereas most ex-
isting methods work in spatial domain.

ST Analysis: We examine how the proposed ST learns
to produce domain-invariant spectral information over do-
main adaptive object detection task Cityscapes → Foggy

cityscapes. We first study the visual features of source and
target samples that are produced by ST1 and ST2 in Fig. 2.
As Fig. 3 shows, the ST-generated source and target features
are better aligned (with smaller inter-domain distances) as
compared with that of the original images, showing that ST
helps learn more domain-invariant features effectively. Due
to space limit, we provide the visualization of ST-generated
images in Section C.1 of the supplementary materials.

In addition, we analyze ST quantitatively by measur-
ing the inter-domain distance [31] before and after the ST
transformation of the source and target images. As Table 8
shows, the cross-domain distance is reduced significantly
by implementing either ST1 (under (X1

s , X1
t )) or ST2 (un-

der (X2
s , X2

t )) alone as compared with the cross-domain
distance of the original source and target samples. While
ST1 and ST2 are both implemented, the cross-domain dis-
tance is further reduced as shown in the column (X1,2

s ,
X1,2

t ).
Analysis of Discrepancy Loss Ldis: We also study how

Ldis guides ST1 and ST2 to learn more diverse features
for both source and target samples. This study is based on
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(a) Original features (b) ST1-transformed features

(c) ST2-transformed features (d) (ST1 + ST2)-transformed features

Figure 3. Visualization of feature representations via t-SNE [54]:
Red points represent source features and blue points represent tar-
get features. d denotes the distance between source and target
feature representations as measured by Maximum Mean Discrep-
ancy [24]. A single ST helps to reduce inter-domain distance sig-
nificantly as shown in (b) and (c). Two complementary STs can
further reduce the inter-domain distance clearly as shown in (d).

intra-domain distance [31] over domain adaptive object de-
tection task Cityscapes → Foggy cityscapes, i.e., the larger
the distance, the more diverse features learnt.

Specifically, we study the intra-domain distances of ST-
generated source and target images while Ldis is present (as
in (X1

s , X2
s ) and (X1

t , X2
t )) and absent (as in (X1

s
′, X2

s
′) and

(X1
t
′, X2

t
′)). As Table 9 shows, the intra-domain distances

are clearly larger when Ldis is present, demonstrating that
Ldis effectively guides the two STs to learn more diverse
representations for both source and target samples.

Number of STs: The number of STs in SUDA does af-
fect the domain adaptation performance. Our study shows
that one ST can improve the domain adaptation significantly
and two complementary STs can further introduce clear im-
provements. However, the domain adaptation saturates with
more STs which instead complicates the network structures
and introduces extra parameters. Due to the space limit, we
provide detailed experimental results and analysis in Sec-
tion B.1 in supplementary materials.

Comparisons with Existing Spectrum-based Tech-
niques: We compared SUDA with two existing spectrum-
based UDA techniques [37, 83], where [83] swaps certain
pre-defined FCs of source and target samples to mitigate
inter-domain discrepancy whereas [37] employs adversarial
attacking to mitigate the overfitting in UDA. As a compar-
ison, the proposed SUDA minimizes inter-domain discrep-
ancy by identifying and enhancing domain-invariant FCs in
a learnable manner. In addition, it introduces multi-view
spectral learning for capturing more diverse target repre-
sentations. SUDA thus addresses the UDA challenges from
very different perspectives which is clearly complementary

(Xs, Xt) (X1
s , X

1
t ) (X2

s , X
2
t ) (X1,2

s , X1,2
t )

CDID 58.57 18.78 20.56 16.23

Table 8. Quantitative analysis of ST on CDID (cross-domain im-
age distance): The CDID (measured in FID [31]) is greatly re-
duced after transformation by either ST1 in (X1

s , X1
t ) or ST2 in

(X2
s , X2

t ) . The transformation by both ST1 and ST2 further re-
duces CDID clearly as in (X1,2

s , X1,2
t ).

(X1
s , X

2
s ) (X1

t , X
2
t ) (X1

s
′
, X2

s
′
) (X1

t
′
, X2

t
′
)

IDID 30.59 29.82 7.13 9.42

Table 9. Quantitative analysis of discrepancy loss Ldis on IDID
(intra-domain image distance): With Ldis, the IDID (measured in
FID [31]) in (X1

s , X2
s ) and (X1

t , X2
t ) are clearly larger as com-

pared with (X1
s
′, X2

s
′) and (X1

t
′, X2

t
′) without using Ldis.

to the two spectrum-based works as shown in Table 6. We
provide detailed comparison and analysis at Section B.2 of
the supplementary materials.

Parameter Analysis: We studied the sensitivity of the
number of FCs N and balance weights λc and λs defined
in Eq. 8. Due to the space limit, we provide the detailed
analysis in Section B.4 in supplementary materials.

6. Conclusion
This paper presents SUDA, a spectral UDA tech-

nique that addresses UDA challenges by learning domain-
invariant spectral features. SUDA consists of two key de-
signs. The first is a spectrum transformer that mitigates
inter-domain discrepancy by highlighting domain-invariant
spectra and suppressing domain-variant spectra in the in-
put space. The second is multi-view spectral learning that
leverage multi-view consistency for learning diverse repre-
sentations for each target sample. SUDA has three unique
features: 1) it is generic to various visual recognition tasks
with consistently superior performance; 2) it is learnable
and end-to-end trainable in various downstream tasks; 3) it
complements with existing UDA methods with consistent
performance boosts. Moving forwards, we will continue to
investigate frequency-space learning and its applications in
various downstream computer vision tasks.
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[56] Yassine Ouali, Céline Hudelot, and Myriam Tami. Semi-
supervised semantic segmentation with cross-consistency
training. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 12674–
12684, 2020. 2

[57] Xingchao Peng, Ben Usman, Neela Kaushik, Dequan Wang,
Judy Hoffman, and Kate Saenko. Visda: A synthetic-to-
real benchmark for visual domain adaptation. In Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition Workshops, pages 2021–2026, 2018. 5

[58] Pedro O Pinheiro. Unsupervised domain adaptation with
similarity learning. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pages 8004–
8013, 2018. 6

[59] Wang Qilong, Wu Banggu, Zhu Pengfei, Li Peihua, Zuo
Wangmeng, and Hu Qinghua. Eca-net: Efficient channel at-
tention for deep convolutional neural networks. 2020. 2

[60] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali
Farhadi. You only look once: Unified, real-time object de-
tection. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pages 779–788, 2016. 1

[61] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun.
Faster r-cnn: Towards real-time object detection with region
proposal networks. arXiv preprint arXiv:1506.01497, 2015.
1, 5, 6

[62] Stephan R Richter, Vibhav Vineet, Stefan Roth, and Vladlen
Koltun. Playing for data: Ground truth from computer
games. In European conference on computer vision, pages
102–118. Springer, 2016. 5

[63] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-
net: Convolutional networks for biomedical image segmen-
tation. In International Conference on Medical image com-
puting and computer-assisted intervention, pages 234–241.
Springer, 2015. 1

[64] German Ros, Laura Sellart, Joanna Materzynska, David
Vazquez, and Antonio M Lopez. The synthia dataset: A large
collection of synthetic images for semantic segmentation of
urban scenes. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 3234–3243,
2016. 6

[65] Kate Saenko, Brian Kulis, Mario Fritz, and Trevor Dar-
rell. Adapting visual category models to new domains. In
European conference on computer vision, pages 213–226.
Springer, 2010. 5, 6

[66] Kuniaki Saito, Yoshitaka Ushiku, Tatsuya Harada, and Kate
Saenko. Adversarial dropout regularization. International
Conference on Learning Representations, 2017. 6

[67] Kuniaki Saito, Yoshitaka Ushiku, Tatsuya Harada, and Kate
Saenko. Strong-weak distribution alignment for adaptive
object detection. In Proceedings of the IEEE Conference
on Computer Vision and Pattern Recognition, pages 6956–
6965, 2019. 2, 5, 6

[68] Kuniaki Saito, Kohei Watanabe, Yoshitaka Ushiku, and Tat-
suya Harada. Maximum classifier discrepancy for unsuper-
vised domain adaptation. In Proceedings of the IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
3723–3732, 2018. 1, 6

[69] Christos Sakaridis, Dengxin Dai, and Luc Van Gool. Seman-
tic foggy scene understanding with synthetic data. Interna-
tional Journal of Computer Vision, 126(9):973–992, 2018.
5

[70] Swami Sankaranarayanan, Yogesh Balaji, Carlos D Castillo,
and Rama Chellappa. Generate to adapt: Aligning domains
using generative adversarial networks. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 8503–8512, 2018. 6

[71] Karen Simonyan and Andrew Zisserman. Very deep convo-
lutional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014. 1

[72] Yi-Hsuan Tsai, Wei-Chih Hung, Samuel Schulter, Ki-
hyuk Sohn, Ming-Hsuan Yang, and Manmohan Chandraker.
Learning to adapt structured output space for semantic seg-
mentation. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 7472–7481,
2018. 1, 2, 6, 7

[73] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-
reit, Llion Jones, Aidan N Gomez, Lukasz Kaiser, and Il-
lia Polosukhin. Attention is all you need. arXiv preprint
arXiv:1706.03762, 2017. 2

[74] Vibashan VS, Vikram Gupta, Poojan Oza, Vishwanath A
Sindagi, and Vishal M Patel. Mega-cda: Memory guided
attention for category-aware unsupervised domain adaptive
object detection. In Proceedings of the IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, pages
4516–4526, 2021. 2

[75] Tuan-Hung Vu, Himalaya Jain, Maxime Bucher, Matthieu
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