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Abstract

Lane is critical in the vision navigation system of the in-
telligent vehicle. Naturally, lane is a traffic sign with high-
level semantics, whereas it owns the specific local pattern
which needs detailed low-level features to localize accu-
rately. Using different feature levels is of great importance
for accurate lane detection, but it is still under-explored.
In this work, we present Cross Layer Refinement Net-
work (CLRNet) aiming at fully utilizing both high-level and
low-level features in lane detection. In particular, it first de-
tects lanes with high-level semantic features then performs
refinement based on low-level features. In this way, we can
exploit more contextual information to detect lanes while
leveraging local detailed lane features to improve localiza-
tion accuracy. We present ROIGather to gather global con-
text, which further enhances the feature representation of
lanes. In addition to our novel network design, we introduce
Line IoU loss which regresses the lane line as a whole unit
to improve the localization accuracy. Experiments demon-
strate that the proposed method greatly outperforms the
state-of-the-art lane detection approaches. Code is avail-
able at:https://github.com/Turoad/CLRNet.

1. Introduction

Lane detection is an important yet challenging task in
computer vision, which requires the network to predict
lanes in an image. Detecting lanes can benefit many ap-
plications, such as autonomous driving and the Advanced
Driver Assistance System (ADAS), which helps intelligent
vehicles localize themselves better and drive safer.

Benefiting from the effective feature representation of
CNN, many approaches [17, 19,33] have obtained promis-
ing performance. However, there are still some challenges
for detecting accurate lanes. Lane has high-level seman-
tics, whereas it owns the specific local pattern which needs
detailed low-level features to localize accurately. How to
utilize different feature levels effectively in CNN remains
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Figure 1. Illustrations of hard cases for lane detection. (a) The
detection result of low-level features. It mistakes landmark as lane
due to losing global context. (b) The detection result of high-level
features. It predicts inaccurate localization of the lane. (c) The
case that lane is almost occupied by the car. (d) The case that lane
is blurred by the extreme lighting condition.

a problem. As we can see in Fig. 1(a), the landmark and
lane line have different semantics, but they share the similar
feature (e.g., the long white line). It is hard to distinguish
them without high-level semantics and global context. On
the other hand, the locality is also essential since lane is long
and thin with the simple local pattern. We show the detec-
tion result of high-level features in Fig 1(b), though the lane
is detected, its location is not precise. Thus, the low-level
and high-level information are complementary for accurate
lane detection. Previous works either model local geometry
of lanes and integrate them into global results [20] or con-
struct a fully-connected layer with global features to predict
lanes [19]. These detectors have demonstrated the impor-
tance of local or global features for lane detection, but they
don’t take advantage of both features, yielding inaccurate
detection performance.

Another common problem in lane detection is no visual
evidence for the presence of lanes. As shown in Fig. 1(c),
the lane is occupied by the car while in Fig. 1(d), the lane
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is hard to recognize due to the extreme lighting condition.
In the literature, SCNN [17] and RESA [33] propose a
message-passing mechanism to gather global context, but
these methods perform pixel-wise prediction and don’t take
lane as a whole unit. Thus their performances lag behind
many state-of-the-art detectors.

In this paper, we propose a new framework, Cross Layer
Refinement Network (CLRNet), which fully utilizes low-
level and high-level features for lane detection. Specifi-
cally, we first perform detection in high semantic features
to coarsely localize lanes. Then, we perform refinement
based on fine-detail features to get more precise locations.
Progressively refining the location of lane and feature ex-
traction leads to high accuracy detection results. To solve
the problem of non-visual evidence of lane, we introduce
ROIGather to capture more global contextual information
by building the relation between the ROI lane feature and
the whole feature map. Moreover, we define the IoU of lane
lines and propose the Line IoU (LIoU) loss to regress the
lane as a whole unit and considerably improve the perfor-
mance compared with standard loss, i.e., smooth-/; loss.

We demonstrate the effectiveness of our method on three
lane detection benchmarks, i.e., CULane [17], Tusimple
[26], and LLAMAS [2]. The experiment results show our
method achieves state-of-the-art accuracy on all datasets.
The main contributions can be summarized as follows:

e We demonstrate low-level and high-level features are
complementary for lane detection, and we propose a
novel network architecture (CLRNet) to fully utilize
low-level and high-level features for lane detection.

e We propose ROIGather to further enhance the repre-
sentation of lane features by gathering global context,
which can also be plugged into other networks.

e We propose Line IoU (LIoU) loss tailored for lane de-
tection, regressing the lane as the whole unit and con-
siderably improving the performance.

e To better compare the localization accuracy of differ-
ent detectors, we also adopt the new mF1 metrics. We
demonstrate the proposed method greatly outperforms
other state-of-the-art approaches on three lane detec-
tion benchmarks.

2. Related Work

According to the representation of lane, current CNN-
based lane detection can be divided into three categories:
segmentation-based method, anchor-based method, and
parameter-based method.

2.1. Segmentation-based methods

Modern algorithms typically adopt a pixel-wise predic-
tion formulation, i.e., treat lane detection as a semantic seg-

mentation task. SCNN [17] proposes a message-passing
mechanism to address no visual evidence problem, which
captures the strong spatial relationship for lanes. SCNN
significantly improves the lane detection performance, but
the method is slow for real-time application. RESA [33]
proposes a real-time feature aggregation module, enabling
the network to gather the global feature and improve per-
formance. In CurveLane-NAS [28], they use neural archi-
tecture search (NAS) to find a better network for captur-
ing accurate information to benefit the detection of curve
lanes. However, the NAS is extremely expensive computa-
tionally and costs huge GPU hours. These segmentation-
based methods are ineffective and time-consuming since
they perform pixel-wise prediction on the whole image and
don’t consider lanes as a whole unit.

2.2. Anchor-based methods

Anchor-based methods in lane detection can be divided
into two classes, e.g., line anchor-based methods and row
anchor-based methods. Line anchor-based methods adopt
predefined line anchors as references to regress accurate
lanes. Line-CNN [8] is the pioneering work to use line an-
chors in lane detection. LaneATT [24] proposes a novel
anchor-based attention mechanism that aggregates global
information. It achieves state-of-the-art results and shows
both high efficacy and efficiency. SGNet [22] introduces a
novel vanish-point guided anchor generator and adds mul-
tiple structural guidance to improve performance. As for
the row anchor-based method, it predicts the probable cell
for each predefined row on images. UFLD [19] first pro-
poses a row anchor-based lane detection method and adopts
lightweight backbones to achieve high inference speed. Al-
beit simple and fast, its overall performance is not good.
CondLaneNet [12] introduces a conditional lane detection
strategy based on conditional convolution and row anchor-
based formulation, i.e., it first locates start points of lane
lines then performs row anchor-based lane detection. How-
ever, start points are hard to recognize in some complex sce-
narios, which results in relatively inferior performance.

2.3. Parameter-based methods

Different from points regression, parameter-based meth-
ods model the lane curve with parameters and regress these
parameters to detect lanes. PolyLaneNet [25] adopts a poly-
nomial regression problem and achieves high efficiency.
LSTR [13] takes road structures with camera pose into ac-
count to model the lane shape, then introduces the trans-
former to lane detection task to get the global feature.
Parameter-based methods have fewer parameters to regress,
but they are sensitive to the predicted parameters, e.g., the
error prediction on high-order coefficient may cause shape
change of lanes. Though these methods have fast inference
speed, they still struggle to achieve higher performance.
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Figure 2. Overview of the proposed CLRNet. (a) The network generates feature maps from FPN [9] structure. Subsequently, each lane
prior will be refined from high-level features to low-level features. (b) Each head will exploit more contextual information for lane prior
features. (c) Classification and regression of lane priors. The proposed Line IoU loss helps further improve the regression performance.

3. Approach
3.1. The Lane Representation

Lane Prior. Lanes are thin and long with strong shape pri-
ors, thus a predefined lane prior can help the network better
localize lanes. In common object detection, objects are rep-
resented by rectangular boxes. Nevertheless, the box is not
appropriate for the representation of the long line. Follow-
ing [8] and [24], we use equally-spaced 2D-points as lane
representation. Specifically, lane is expressed as a sequence
of points, i.e., P = {(z1,%1), - , (N, yn)}. The y coor-
dinate of points is equally sampled through image vertically,
ie,y, = % * 1, where H is image height. Accordingly,
the x coordinate is associated with the respective y; € Y. In
our paper, we call this representation Lane Prior. Each lane
prior will be predicted by the network and consists of four
components: (1) foreground and background probabilities.
(2) the length of lane prior. (3) the start point of the lane line
and the angle between the x-axis of the lane prior (termed as
x,y, and 0). (4) The N offsets, i.e., the horizontal distance
between the prediction and its ground truth.

3.2. Cross Layer Refinement

Motivation. In neural networks, deep high-level features
strongly respond to entire objects with more semantic
meanings, while the shallow low-level features are with
more local contextual information. Allowing lane objects to
access high-level features can help exploit more useful con-
text information, e.g., to distinguish lane lines or landmarks.
In the meantime, fine-detail features help detect lanes with
high localization accuracy. In object detection [9], it builds
the feature pyramid to leverage the pyramidal shape of a
ConvNet’s feature hierarchy and assigns different scales of
objects to different pyramid levels. However, it is hard to
directly assign a lane to only one level since high-level and

low-level features are both critical for lanes. Inspired by
Cascade RCNN [3], we can assign lane objects to all lev-
els and detect lanes sequentially. In particular, we can de-
tect lanes with high-level features to localize lanes coarsely.
Based on the detected lanes, we can refine them with more
detailed features.

Refinement structure. Our goal is to leverage a ConvNet’s
pyramidal feature hierarchy, which has semantics from low
to high levels, and build a feature pyramid with high-level
semantics throughout. We take ResNet [0] as the backbone
and use {Lg, L1, Lo} to denote feature levels generated by
FPN. As shown in Fig. 2, our cross layer refinement starts
from the highest level L and gradually approaches Lo. We
use { Ry, R1, Ra2} to denote the corresponding refinements.
Then we can build a sequence of refinements

P :PtfloRt(Ltfla-Ptfl)» (D

where t = 1,--- T, T is the total number of refinements.
Our method performs detection from highest level layer
with high semantics. P; is the parameter of lane prior (start
point coordinate z,y and angle #), which is learnable in-
spired by [23]. For the first layer Ly, the Fy is uniformly
distributed on image plane. The refinement R; takes the P;
as input to get the ROI lane features and then performs two
FC layers to get the refined parameter P;. Progressively re-
fining the lane prior and feature extraction is important for
the success of cross layer refinement. Note that, our method
is not limited to FPN structure, only using ResNet [0] or
adopting PAFPN [14] is also suitable.

3.3. ROIGather

Motivation. After we assign lane priors to each feature
map, we can get features of lane priors with ROIAlign [5].
However, the contextual information of these features is still
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not sufficient. In some cases, the lane instance may be occu-
pied or blurred with extreme lighting conditions. Thus there
is no local visual evidence for the presence of lane. To de-
termine whether a pixel belongs to a lane, we need to look at
nearby features. Some recent studies [27, 32] also indicate
that the performance could be improved if making sufficient
use of long-range dependencies. Thus, we can gather more
useful contextual information to better learn lane feature.
To this end, we add convolutions along the lane prior. In
this way, each pixel in the lane prior can gather information
of nearby pixels, and occupied parts can be reinforced from
that information. Moreover, we build relations between fea-
tures of lane priors and the whole feature map. Thus, it can
exploit more contextual information to learn better feature
representations.

ROIGather structure. The ROIGather module is light-
weighted and easy to implement. It takes feature map and
lane priors as input, each lane prior has N points. For each
lane prior, we follow ROIAlign [5] to get the ROI feature of
lane prior (X, € RE*Np). Unlike ROIAlign for bounding
box, we uniform sample NV, points from the lane prior and
use bilinear interpolation to compute the exact values of in-
put features at these locations. For ROI features of L;, Lo,
we concatenate the ROI features of previous layers to en-
hance feature representations. Convolutions are performed
on the extracted ROI features to gather nearby features for
each lane pixel. To save memory, we use fully-connected
to further extract the lane prior feature (X, € RE*1). The
feature map is resized to Xy € RE*H*W and flattened to
Xy € ROHW  Detail settings are in Sec. 4.2.

To gather the global context for features of lane priors,
we first compute the attention [27] matrix ¥V between ROI
lane prior feautre (A}) and the global feature map (X}),
which is written as:

X7 Xy
Ve

where f is a normalize function softmax. The aggregated
feature is written as:

W= f( ) 2

G =wayt. 3)

The output G reflects the bonus of Xy to A}, which is
selected from all locations of Xy. Finally, we add the output
to the original input X,.

3.4. Line IoU loss

Motivation. As discussed above, the lane prior consists of
discrete points needed to be regressed with its ground truth.
The commonly used distance loss like smooth-/; can be
used to regress these points. However, this kind of loss
takes points as separate variables, which is an oversimpli-
fied assumption [3 1], resulting in less accurate regression.

- Ground truth

/‘ G={xJ—ex! +e)
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Figure 3. Illustration of Line IoU. Line IoU (interaction over
union) can be calculated by integrating the IoU of the extended
segment in terms of sampled x; position.

In contrast to distance loss, Intersection over Union (IoU)
can take the lane prior as a whole unit to regress and it is
tailored for evaluation metric [21, 31, 34]. In our work, we
derive an easy and effective algorithm to compute the Line
IoU (LIoU) loss.

Formula. We introduce Line IoU loss starting from the
definition of the line segment IoU, which is the ratio of in-
teraction over union between two line segments. For each
point in the predicted lane as shown in Fig. 3, we first ex-
tend it (%) with a radius e into a line segment. Then IoU
can be calculated between the extended line segment and its
ground truth, which is written as:

D

d?  min(zf + e,2? +e) — max(z? — e, zf —€)

IoU = -L = , — 4
d¥  max(a! 4+ e,z! + ) — min(zf — e,z —¢)’
where z¥ — e,z + e are the extended points of 2?, 2¥ —

e,x? + e are the corresponding ground truth points. Note
that, d{ can be negative, which can make it feasible to opti-
mize in case of non-overlapping line segments.

Then LIoU can be considered as the combination of infi-
nite line points. To simplify the expression and make it easy
to compute, we transform it into a discrete form,

N
. de
LIoU = LlNzl ot )
R
1=1"
Then, the LIoU loss is defined as
Lriov =1— LioU, (6)

where —1 < LIoU < 1, when two lines overlay perfectly,
then LIoU = 1, LIoU converges to -1 when two lines are
far away.

Our Line IoU loss exhibits two advantages: (1) It is sim-
ple and differentiable, which is very easy to implement par-
allel computations. (2) It predicts the lane as a whole unit,
which helps improve the overall performance.
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3.5. Training and Infercence Details

Positive samples selection. During training, each ground
truth lane is assigned with one or more predicted lanes dy-
namically as positive samples, which is inspired by [4]. In
particular, we first sort the predicted lanes based on the as-
signing cost, which is defined as:

Cassign = wsimcsim + wclsccl57

7
Csim = (Cdis . Cry . Ctheta)2~ ( )

Here C,;5 is the focal cost [10] between predictions and la-
bels. Cg;y, is the similarity cost between predicted lanes
and ground truth. It consists of three parts, C4;s means the
average pixel distance of all valid lane points, C,, means
the distance of start point coordinates, Cypct, means the dif-
ference of the theta angle, they are all normalized to [0, 1].
wers and wg;,, are weight coefficients of each defined com-
ponent. Each ground truth lane is assigned with a dynamic
number (top-k) of predicted lanes based on Cyssign-

Training Loss. Training loss consists of classification loss
and regression loss. The regression loss is only performed
on the assigned samples. The overall loss function is de-
fined as:

Liotal = WeisLers + wxytlﬁxytl +wrrovLriou- (®)

Ly, is the focal loss between predictions and labels, £y
is the smooth-/; loss for the start point coordinate, theta an-
gle and lane length regression, L j,¢ is the Line IoU loss
between the predicted lane and ground truth. Optionally, we
can add an auxiliary segmentation loss following [19]. It is
only used in the training period and has no cost in inference.

Inference. We set a threshold with a classification score to
filter the background lanes (low score lane priors), and we
use nms to remove high-overlapped lanes following [24].
Our method can also be nms-free if we use the one-to-one
assignment, i.e., set the top-k = 1.

4. Experiment
4.1. Datasets

We conduct experiments on two widely used lane detec-
tion benchmark datasets: CULane [17] and Tusimple [26]
and one recently released benchmark (LLAMAS [2]).

CULane [ 7] is a large scale challenging dataset for lane
detection. It contains nine challenging categories, such as
crowded, night, cross, etc. The CULane dataset consists of
100,000 images for train, validation, and test sets. All the
images have 1640 x 590 pixels.

LLAMAS [2] is also a large scale lane detection dataset
with over 100k images. The lane markers in LLAMAS are
automatically annotated with highly-accurate maps. Since

the label of test set is not public, we upload the detection
result to the website of LLAMAS benchmark for testing.
Tusimple [26] lane detection benchmark is one of the
most widely used datasets in lane detection. It contains only
highway scenes with 3268 images for training, 358 for val-
idation, and 2782 for testing. All have 1280 x 720 pixels.

4.2. Implementation details

We adopt the ResNet [6] and DLA [30] as our pre-trained
backbones. All input images are resized to 320 x 800.
For data augmentation, similar to [12, 20], we use ran-
dom affine transformation (translation, rotation, and scal-
ing), random horizontal flips. In the optimizing process,
we use AdamW [16] optimizer with an initial learning rate
of le-3 and cosine decay learning rate strategy [15] with
power set to 0.9. We train 15 epochs, 70 epochs, 20 epochs
for CULane, Tusimple, and LLAMAS, respectively. Our
network is implemented based on Pytorch with 1GPU to
run all the experiments. We set the number points of lane
prior N = 72, and the sampled number NV,, = 36. The re-
sized H, W in ROIGather are 10, 25, respectively, channel
C = 64. The extended radius e in LIoU is 15. The coeffi-
cients of assigning cost are set as w¢;s = 1 and wg;, = 3.

4.3. Evaluation Metric

We adopt the Fl-measure as evaluation metric for CU-
Lane [17] and LLAMAS [2]. Intersection-over-union (IoU)
is calculated between predictions and ground truth. Pre-
dicted lanes whose IoU are larger than a threshold (0.5) are
considered as true positives (TP). The Fj is defined as:

2 x Precision x Recall

F =
! Precision + Recall
Following COCO [11] detection metric, we also report a
new metric mF1 to better compare the localization perfor-
mance of algorithms. It is defined as

mF1 = (F1@Q50 4+ F1@55 + - - - + F1@95) /10,

where F1@50, F1@55, ---, F1@95 are F1 metrics when
IoU thresholds are 0.5,0.55, - - - ,0.95 respectively. This is
a break from the tradition which will reward detectors with
better localization results.

For Tusimple [26] dataset, the evaluation formula is

chip CC”P
’
chip SCliP

where Cip, Sciip are the number of correct points and the
number of ground truth points of a image respectively. A
predicted lane is a correct one if more than 85% predicted
lane points are within 20 pixels the ground truth. Tusimple
dataset also reports the rate of false positive (FP) and false
negative (FN), where F.P = %, FN = %

pred gt

Accuracy =
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Method Backbone mF1 F1@50 F1@75 FPS GFlops Normal Crowded Dazzle Shadow Noline Arrow Curve Cross Night
SCNN [17] VGGl6 38.84 71.60 39.84 7.5 3284 90.60 69.70  58.50 66.90 4340 84.10 6440 1990 66.10
RESA [33] ResNet34 - 74.50 - 455 41.0 91.90 72.40  66.50 72.00 4630  83.10 68.60 1896 69.80
RESA [33] ResNet50  47.86 75.30 53.39 357 43.0 92.10 73.10  69.20 72.80 47770 8830 7030 1503 69.90
FastDraw [ 18] ResNet50 - - - 90.3 - 85.90 63.60  57.00 69.90 40.60 7940 6520 7013 57.80
E2E [29] ERFNet - 74.00 - - - 91.00 73.10 6450 74.10 46.60 8580 7190 2022 67.90
UFLD [19] ResNetl8 38.94 68.40 40.01 282 8.4 87.70 66.00  58.40 62.80 4020  81.00 57.90 1743 62.10
UFLD [19] ResNet34 - 72.30 - 170 16.9 90.70 70.20  59.50 69.30 4440 8570 69.50 2037 66.70
PINet [7] Hourglass  46.81 74.40 51.33 25 - 90.30 7230  66.30 68.40 4980 8370 6520 1427 67.70
LaneATT [24] ResNetl8 47.35 75.13 51.29 153 9.3 91.17 72.71 65.82 68.03 49.13  87.82 63775 1020 68.58
LaneATT [ ResNet34  49.57 76.68 54.34 129 18.0 92.14 75.03  66.47 78.15 4939 8838 67.72 1330 70.72
LaneATT [24] ResNet122 51.48 77.02 57.50 20 70.5 91.74 76.16  69.47 76.31 5046 8629 64.05 1264 70.81
LaneAF [1] ERFNet 48.60 75.63 54.53 24 222 91.10 7332 69.71 75.81 50.62  86.86 65.02 1844 70.90
LaneAF [1] DLA34 50.42 77.41 56.79 20 23.6 91.80 75.61 71.78 79.12 5138  86.88 7270 1360 73.03
SGNet [22] ResNet18 - 76.12 - 117 - 91.42 74.05  66.89 72.17 50.16  87.13  67.02 1164 70.67
SGNet [22] ResNet34 - 77.27 - 92 - 92.07 75.41 67.75 74.31 50.90 8797  69.65 1373 72.69
FOLOLane [20] ERFNet - 78.80 - 40 - 92.70 77.80  75.20 79.30 52.10  89.00 69.40 1569 74.50
CondLane [12] ResNetl8 51.84 78.14 57.42 173 10.2 92.87 7579 70.72 80.01 5239 8937 7240 1364 73.23
CondLane [12] ResNet34  53.11 78.74 59.39 128 19.6 93.38 7714 71.17 79.93 51.85 89.89 73.88 1387 73.92
CondLane [12]  ResNet101 54.83 79.48 61.23 47 44.8 93.47 7744 70.93 80.91 5413 90.16 7521 1201 74.80
CLRNet (ours)  ResNetl8 55.23 79.58 62.21  119/206* 11.9 93.30 7833 7371 79.66 53.14 9025 71.56 1321 75.11
CLRNet (ours)  ResNet34 55.14 79.73 62.11 103/156* 21.5 93.49 78.06  74.57 79.92 5401 9059 7277 1216 75.02
CLRNet (ours) ResNetl01 55.55 80.13 62.96 46/74* 429 93.85 78.78 7249 82.33 5450  89.79 7557 1262 75.51
CLRNet (ours) DLA34 55.64 80.47 62.78  94/151* 18.5 93.73 79.59  75.30 82.51 5458  90.62 74.13 1155 75.37

Table 1. State-of-the-art results on CULane. For a fairer comparison, we remeasure the FPS of the source code available detectors using
one NVIDIA 1080Ti GPU on the same machine, * means FPS on TensorRT. In addition, we also evaluation these detectors to report the
mF1, F1@50, F1@75. For “Cross” category , only false positives are shown. The reported metric of these categories is based on F1@50.

4.4. Comparison with the state-of-the-art results

Performance on CULane. We show the results of our
method on the CULane lane detection benchmark dataset
and compare them with other popular lane detection meth-
ods. As illustrated in Table 1, our proposed method
achieves a new state-of-the-art on CULane with an 80.47
F1@50 measure. The ResNetl8 version of our method
achieves 79.58 F1@50, which is even higher than Cond-
LaneNet (ResNet101) while getting 1.4 points higher than
CondLaneNet (ResNet18). In particular, we surpass Cond-
LaneNet (ResNetl8) by 3.4% mF1, which indicates our
method better regresses lanes with high localization accu-
racy. Comparing line anchor-based method LaneATT, our
ResNet18 version surpasses 7.88% mF1 and 4.45% F1 @50,
respectively. In the meantime, CLRNet can achieve 206
FPS in one NVIDIA 1080Ti GPU with TensorRT, which is
efficient for real-time lane detection.

We show the qualitative results on the CULane dataset
in Fig. 6. Segmentation-based methods like RESA don’t
predict the lane as a whole unit, which can not preserve the
smoothness of lanes. CondLaneNet only predicts one start
point of the lane as the proposal, it is easy to miss some lane
instances. Our method can predict continuous and smooth
lanes in these challenging scenarios, which demonstrates
our method can definitely gather global context and has a
strong ability to detect accurate lanes.

Performance on LLAMAS. The result on the LLAMAS
dataset is shown in Table 2. Our method outperforms Poly-
LaneNet [25] and LaneATT [24] by 7.7 F1@50 and 2.4

Method Backbone valid test
mF1l F1@50 F1@75 F1@50
PolyLaneNet [25]  EfficientnetBO  48.82 90.2 45.40 88.40
LaneATT [24] ResNet18 69.22  94.64 82.36 93.46
LaneATT [24] ResNet34 69.63  94.96 82.79 93.74
LaneATT [24] ResNet122 70.8 95.17 84.01 93.54
LaneAF [1] DLA34 69.31  96.90 84.71 96.07
CLRNet (ours) ResNet18 70.83  96.93 85.23 96.00
CLRNet (ours) DLA34 71.57  97.06 85.43 96.12

Table 2. State-of-the-art results on LLAMAS. Additionally, we re-
run the evaluation for these methods with source code and trained
models to get the mF1, F1@50, F1@75.

F1@50 respectively on the test set, which is significant im-
provement. Although LaneAF [1] achieves 96.90 F1 @50 in
the valid dataset, its inference speed is slow (near 20FPS),
which makes it hard for deployment. Moreover, our method
achieves near 2 points mF1 higher than LaneAF, which
demonstrates our method is more accurate in localization.

Performance on Tusimple. Table 3 shows the perfor-
mance comparison with state-of-the-art approaches. The
performance difference between different methods on this
dataset is very small, which shows the result in this dataset
seems to be saturated (high value) already. Our method
achieves a new start-of-the-art in terms of F1 score and sur-
passes the previous state-of-the-art with a 0.6% F1 score.
This significant improvement manifests the effectiveness of
our method.
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Figure 4. Latency vs. Fl-score of state-of-the-art methods on CULane and Tusimple benchmarks.
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Method Backbone F1(%) Acc(%) FP (%) FN (%)
SCNN [17] VGG16 95.97 96.53 6.17 1.80
RESA [33] ResNet34 96.93 96.82 3.63 2.48
PolyLaneNet [25]  EfficientNetBO 90.62 93.36 9.42 9.33
E2E [29] ERFNet 96.25 96.02 3.21 4.28
UFLD [19] ResNet18 87.87 95.82 19.05 3.92
UFLD [19] ResNet34 88.02 95.86 18.91 3.75
LaneATT [24] ResNet18 96.71 95.57 3.56 3.01
LaneATT [24] ResNet34 96.77 95.63 3.53 292
LaneATT [24] ResNet122 96.06 96.10 5.64 2.17
FOLOLane [20] ERFNet 96.59 96.92 4.47 2.28
CondLaneNet [12] ResNet18 97.01 95.48 2.18 3.80
CondLaneNet [12] ResNet34 96.98 95.37 2.20 3.82
CondLaneNet [12] ResNet101 97.24 96.54 2.01 3.50
CLRNet (ours) ResNet18 97.89 96.84 2.28 1.92
CLRNet (ours) ResNet34 97.82 96.87 2.27 2.08
CLRNet (ours) ResNet101 97.62 96.83 2.37 2.38

Table 3. State-of-the-art results on TuSimple. Additionally, F1
was computed using the official source code.

LIoU Refinement ROIGather mF1 F1@50 F1@75 F1@90
5190 78.37 58.32 14.43
v 52.80  78.27 59.50 16.54
v v 5474 7891 61.77 20.09
v v v 55.23  79.58 62.21 20.64

Table 4. Effects of each component in our method. Results are
reported on CULane.

4.5. Ablation study

To validate the effectiveness of different components of
the proposed method, we conducted several experiments on
the CULane dataset to show the performance.

Overall Ablation Study. To analyze the importance of
each proposed method, we report the overall ablation stud-
ies in Table 4. We gradually add LIoU loss, Cross Layer Re-
finement, and ROIGather on the ResNet18 baseline. LIoU
loss improves the mF1 from 51.90 to 52.80. This re-
sult validates that the localization accuracy is much im-
proved. Moreover, the refinement further improves the mF1

Figure 5. Illustration of attention weight in ROIGather. It shows
attention (Eq. 2) between the ROI feature of the lane prior and the
whole feature map. The orange line is the correspond lane prior.
The red regions corresponds to high score in attention weight.

to 54.74. Results in mF1, F1@50, F1@70, and F1@90
are consistently improved, which validates that leveraging
high-level and low-level semantic features to detect lanes
is useful and yields consistent improvements. ROIGather
further improves mF1 by 0.5%, which validates rich global
context can enhance the representation of lane features.

Analysis for ROIGather. To further demonstrate how
ROIGather works in the network, we visualize the attention
map (Eq. 2) in Fig. 5. It shows attention weight between
the ROI feature of the lane prior (orange line) and the whole
feature map. The brighter the color is, the larger the weight
value is. Notably, the proposed ROIGather can (i) effec-
tively gather global context with rich semantic information,
(i1) capture the feature of foreground lanes even under oc-
clusion. More quantitative results are in Appendix.

Ablation study on Cross Layer Refinement. Ablation
studies of Cross Layer Refinement are shown in Table 5.
We first implement the detector with only one layer to per-
form refinement. As we can see from the result (setting
Ry, R1, R>), these three refinements get similar results. Ry
gets relatively high F1@90 while the F1@50 is relatively
low, indicating low-level features help regress lanes accu-
rately. However, it may cause false detection due to losing
high semantic information. We select the better result Ry
and gradually add more refinements. As Ry — Ry shows,
it gets slightly improvement. Other fusion feature methods
like adding all features still cannot give an improvement.
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Figure 6. Visualization results of UFLD, RESA, LaneATT, CondLane and our method on CULane testing set.

Settings mFl1 F1@50 F1@75 F1@90
Ry 5280 78.27 59.50 16.54
R, 5226  78.05 59.27 16.71
Rs 5250  77.82 59.05 16.82

Ry — Ry 53.02 78.63 59.74 16.88
Ry — Ry = Ry 5321 78.61 60.11 16.96
Ry — Ry —+ Ry 5358 78.73 60.44 17.58

ADD 53.77  78.52 60.45 19.01

Ry — Ry — Ry 5474 7891 61.77 20.09

Table 5. Ablation studies of on different refinement methods. R;
is the refinement method discussed in Sec. 3.2. ADD means add
all features with refinement iteration=3 for a fairer comparison.

Adopting the refinement from Ry to Ry is much better than
others, which validates our cross layer refinement can uti-
lize high-level and low-level features better.

Ablation Study on Line-IoU Loss. Ablation studies of
Line IoU loss are shown in Table 6. We first turn loss weight
to select the best regression weight of smooth-I;. We ob-
serve that the regression loss of smooth-/; is much larger
than classification loss when regression weight is 1.5. Re-
sults show decreasing weight to 0.5 is relatively better. In
contrast, LIoU loss is more stable and improves the per-
formance by near 1 point mF1. To be more specific, the
improvements mostly come from high overlapping metrics,
like F1@80 and F1@90. These experimental results vali-
date that our Line IoU loss can achieve better performance
and make the model better converged. We show the pro-
posed Line IoU loss can also improve the performance of
LaneATT [24], details can be found in Appendix.

Loss Weight mF1 F1@50 F1@60 F1@70 F1@80 F1@90

0.1 5415 7923 75.00 67.35 51.47 18.98
smooth-I; 0.5 5422 79.05 74.94 67.21 52.03 19.04
1.0 5348 7833 74.09 66.63 50.85 18.52
1.5 52.68  78.23 73.57 65.43 49.38 17.58

2 5523 7958 75.53 68.26 53.62 20.64
Lrrou 4 5522 7931 75.43 68.54 53.78 20.38
6 5531 7935 75.45 68.48 53.82 20.83

Table 6. Ablation studies of Line IoU loss on CULane.

5. Conclusion

In this paper, we present Cross Layer Refinement Net-
work (CLRNet) for lane detection. CLRNet can exploit
high-level features to predict lanes while leveraging local-
detailed features to improve localization accuracy. To solve
the no visual evidence for the presence of lane, we propose
ROIGather to enhance the representation of lane features
by building relations with all pixels. To regress lane as a
whole unit, we propose Line IoU loss tailored for lane de-
tection, which considerably improves the performance com-
pared with standard loss, i.e., smooth-/; loss. Our method is
evaluated on three lane detection benchmark datasets, i.e.,
CULane, LLamas, and Tusimple. Experiments show our
proposed method outperforms current state-of-the-art lane
detection methods.
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