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Abstract

Neural Radiance Fields (NeRF) have achieved photo-

realistic novel views synthesis; however, the requirement

of accurate camera poses limits its application. Despite

analysis-by-synthesis extensions for jointly learning neu-

ral 3D representations and registering camera frames exist,

they are susceptible to suboptimal solutions if poorly initial-

ized. We propose L2G-NeRF, a Local-to-Global registra-

tion method for bundle-adjusting Neural Radiance Fields:

first, a pixel-wise flexible alignment, followed by a frame-

wise constrained parametric alignment. Pixel-wise local

alignment is learned in an unsupervised way via a deep

network which optimizes photometric reconstruction errors.

Frame-wise global alignment is performed using differen-

tiable parameter estimation solvers on the pixel-wise corre-

spondences to find a global transformation. Experiments on

synthetic and real-world data show that our method outper-

forms the current state-of-the-art in terms of high-fidelity

reconstruction and resolving large camera pose misalign-

ment. Our module is an easy-to-use plugin that can be

applied to NeRF variants and other neural field applica-

tions. The Code and supplementary materials are available

at https://rover-xingyu.github.io/L2G-NeRF/.

1. Introduction

Recent success with neural fields [47] has caused a

resurgence of interest in visual computing problems, where

coordinate-based neural networks that represent a field gain

traction as a useful parameterization of 2D images [4,7,40],

and 3D scenes [27, 29, 34]. Commonly, these coordinates

are warped to a global coordinate system by camera param-

eters obtained via computing homography, structure from

motion (Sf M), or simultaneous localization and mapping
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Figure 1. We present L2G-NeRF, a new bundle-adjusting neural

radiance fields — employing local-to-global registration — that is

much more robust than the current state-of-the-art BARF [24].

(SLAM) [17] with off-the-shelf tools like COLMAP [39],

before being fed to the neural fields.

This paper considers the generic problem of simultane-

ously reconstructing the neural fields from RGB images

and registering the given camera frames, which is known

as a long-standing chicken-and-egg problem — registration

is needed to reconstruct the fields, and reconstruction is

needed to register the cameras.

One straightforward way to solve this problem is to

jointly optimize the camera parameters with the neural

fields via backpropagation. Recent work can be broadly

placed into two camps: parametric and non-parametric.

Parametric methods [10,20,24,44] directly optimize global

geometric transformations (e.g. rigid, homography). Non-

parametric methods [22, 31] do not make any assumptions
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on the type of transformation, and attempt to directly op-

timize some pixel agreement metric (e.g. brightness con-

stancy constraint in optical flow and stereo).

However, both approaches have flaws: parametric meth-

ods fail to minimize the photometric errors (falling into

the suboptimal solutions) if poorly initialized, as shown in

Fig. 1, while non-parametric methods have trouble dealing

with large displacements (e.g. although the photometric er-

rors are minimized, the alignments do not obey the geomet-

ric constraint). It is natural, therefore, to consider a hybrid

approach, combining the benefits of parametric and non-

parametric methods together.

In this paper, we propose L2G-NeRF, a local-to-global

process integrating parametric and non-parametric methods

for bundle-adjusting neural radiance fields — the joint prob-

lem of reconstructing the neural fields and registering the

camera parameters, which can be regarded as a type of clas-

sic photometric bundle adjustment (BA) [3, 12, 25]. Fig. 2

shows an overview. In the first non-parametric stage, we

initialize the alignment by predicting a local transformation

field for each pixel of the camera frames. This is achieved

by self-supervised training of a deep network to optimize

standard photometric reconstruction errors. In the second

stage, differentiable parameter estimation solvers are ap-

plied to a set of pixel-wise correspondences to obtain a

global alignment, which is then used to apply a soft con-

straint to the local alignment. In summary, we present the

following contributions:

• We show that the optimization of bundle-adjusting

neural fields is sensitive to initialization, and we

present a simple yet effective strategy for local-to-

global registration on neural fields.

• We introduce two differentiable parameter estimation

solvers for rigid and homography transformation re-

spectively, which play a crucial role in calculating the

gradient flow from the global alignment to the local

alignment.

• Our method is agnostic to the particular type of neural

fields, specifically, we show that the local-to-global

process works quite well in 2D neural images and

3D Neural Radiance Fields (NeRF) [29], allowing for

applications such as image reconstruction and novel

view synthesis.

2. Related Work

SfM and SLAM. Sf M [2,36,37,41,42] and SLAM [16,30,

32, 48] systems attempt to simultaneously recover the 3D

structure and the sensor poses from a set of input images.

They reconstruct an explicit geometry (e.g. point clouds)

and estimate camera poses through image registration via

associating feature correspondences [11, 30] or minimizing

photometric errors [3, 15], followed by BA [3, 12, 25].

However, the explicit point clouds assume a diffuse sur-

face, hence cannot model view-dependent appearance. And

the sparse nature of point clouds also limits downstream

vision tasks, such as photorealistic rendering. In contrast,

L2G-NeRF encodes the scenes as coordinate-based neural

fields, which is qualified for solving the high-fidelity visual

computing problems.

Neural Fields. Recent advances in neural fields [47], which

employ coordinate-based neural networks to parameterize

physical properties of scenes or objects across space and

time, have led to increased interest in solving visual com-

puting problems, causing more accurate, higher fidelity,

more expressive, and memory-efficient solutions. They

have seen widespread success in problems such as image

synthesis [4,7,40], 3D shape [9,27,34], view-dependent ap-

pearance [6,18,29,33], and animation of humans [8,35,45].

While these neural fields have achieved impressive re-

sults, the requirement of camera parameters limits its ap-

plication. We are able to get around the requirement with

our proposed L2G-NeRF.

Bundle-Adjusting Neural Fields. Since neural fields are

end-to-end differentiable, camera parameters can be jointly

estimated with the neural fields. The optimization problem

is known to be non-convex, and is reflected by NeRF-- [44],

in which the authors jointly optimize the scene and cam-

eras for forward-facing scenes. Adversarial objective is uti-

lized [26] to relax forward-facing assumption and supports

inward-facing 360◦ scenes. SCNeRF [20] is further devel-

oped to learn the camera intrinsics. BARF [24] shows that

bundle-adjusting neural fields could benefit from coarse-to-

fine registration. Recent approaches employ Gaussian acti-

vations [10] or Sinusoidal activations [46] to overcome local

minima in optimization.

Nevertheless, these parametric methods directly opti-

mize global geometric transformations, which are prone to

falling into suboptimal solutions if poorly initialized. Non-

parametric methods [22, 31] directly optimize decent local

transformations based on brightness constancy constraints,

whereas they can not handle large displacements. We show

that by combining the parametric and non-parametric meth-

ods together with a simple local-to-global process, we can

achieve surprising anti-noise ability, allowing utilities for

various NeRF extensions and other neural field applications.

3. Approach

We first present the formulation of recovering the neural

field jointly with camera parameters. Given a collection of

images {Ii}
M
i=1

, we aim to jointly find the parameters Θ

of the neural field R and the camera parameters (geometric

transformation matrices) {Ti}
M
i=1

that minimize the photo-

metric error between renderings and images. Let {xj}Nj=1

be the query coordinates and I be the imaging function, we

8265



… … … … …Warp Render

embedding
…… Global

Alignment

differentiable solveroptimized parametersoutput variablesinput and ground-truth gradient flow

Local

Alignment

Figure 2. Overall pipeline of proposed framework. Our model has two main branches: 1) Based on query coordinates {xj}Nj=1 and frame-

dependent embeddings {ℓi}
M
i=1, a warp neural field W constructs pixel-wise local transformations {Tj

i}
M,N
i=1,j=1

and transforms query

coordinates into a global coordinate system. Then the color can be rendered via a neural field R to minimize the photometric error between

renderings {Ri}
M
i=1 and images {Ii}

M
i=1. 2) A differentiable parameter estimation solver produces frame-wise global transformations

{T∗

i }
M
i=1 condition on the pixel-wise correspondences. The query coordinates are then transformed to apply a global geometric constraint.

formulate the problem as:

min
{Ti}M

i=1
,Θ

M
∑

i=1

N
∑

j=1

(∥

∥R(Tix
j ;Θ)− Ii(x

j)
∥

∥

2

2

)

. (1)

Gradient-based optimization is the preferred strategy to

solve this nonlinear problem. Nevertheless, gradient-based

registration is prone to finding suboptimal poses. There-

fore, we propose a simple yet effective strategy for local-to-

global registration. The key idea is to apply a pixel-wise

flexible alignment that optimizes photometric reconstruc-

tion errors individually, followed by a frame-wise alignment

to globally constrain the local geometric transformations,

which acts like a soft extension of Eq. (1):

min
{Tj

i
}M,N

i=1,j=1
,Θ

M
∑

i=1

N
∑

j=1

(∥

∥R(Tj
ix

j ;Θ)− Ii(x
j)
∥

∥

2

2

+λ
∥

∥T
j
ix

j −T∗
ix

j
∥

∥

2

2

)

, (2)

where the pixel-wise local transformations {Tj
i}

M,N
i=1,j=1

are

modeled by a warp neural field W parametrized by Φ, along

with frame-dependent embeddings {ℓi}
M
i=1

:

T
j
i = W(xj ; ℓi,Φ) , (3)

and the frame-wise global transformations {T∗
i }

M
i=1

are

solved by using differentiable parameter estimation solvers

on the pixel-wise correspondences:

T∗
i = argmin

Ti

N
∑

j=1

∥

∥T
j
ix

j −Tix
j
∥

∥

2

2
. (4)

3.1. Neural Image Alignment (2D)

To develop intuition, we first consider the case of a 2D

neural image alignment problem. More specifically, let x ∈
R

2 be the 2D pixel coordinates and I : R2 → R
3, we aim

to optimize a 2D neural field parameterized as the weights

Θ of a multilayer perceptron (MLP) fR : R2 → R
3:

R(Tx;Θ) = fR(Tx;Θ) , (5)

while also solving for geometric transformation parameters

as T = [R|t] ∈ SE(2) or T ∈ SL(3), where R ∈ SO(2)
and t ∈ R

2 denote the rigid rotation and translation, and

T ∈ SL(3) denotes the homography transformation matrix,

respectively. We use another MLP with weights Φ to model

the coordinate-based warp neural field fW : R2 → R
3 con-

dition on the frame-dependent embedding ℓ:

W(x; ℓ,Φ) = exp
(

fW(x; ℓ,Φ)
)

, (6)

where the operator exp(·) denotes the exponential map from

Lie algebra se(2) or sl(3) to the Lie group SE(2) or SL(3),
which ensures that the optimized transformation matrices

T lie on the Lie group manifold during the gradient-based

optimization.

3.2. Bundle­Adjusting Neural Radiance Fields (3D)

We then discuss the problem of simultaneously recov-

ering the 3D Neural Radiance Fields (NeRF) [29] and the

camera poses. Given an 3D point, we predict the RGB

color c ∈ R
3 and volume density σ ∈ R via an MLP

fR : R
3 → R

4, which encodes the 3D scene using net-

work parameters1. We begin by formulating NeRF’s ren-

dering process in the space of the camera view. Denoting
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the homogeneous coordinates of pixel coordinates u ∈ R
2

as x = [u; 1]⊤ ∈ R
3, the 3D point along the viewing ray

at depth zi can be expressed as zix, thus the query quantity

y = [c;σ]⊤ = fR(zix;Θ), where Θ is the parameters of

fR. Then the rendering color R at pixel location x can be

composed by volume rendering

R(x) =

∫ zfar

znear

T (x, z)σ(zx)c(zx)dz , (7)

where T (x, z) = exp
(

−
∫ z

znear
σ(z′x)dz′

)

, and znear and zfar

are the near and far depth bounds of the scene. Numer-

ically, the integral formulation is discretely approximated

using K points sampled along a ray at depth {z1, . . . , zK}.

The network fR is evaluated K times, and the outputs

{y1, . . . ,yK} are then composited via volume rendering.

Denoting the differentiable and deterministic compositing

function as g : R
4K → R

3, such that R(x) can be ex-

pressed as R(x) = g (y1, . . . ,yK).
Here the camera poses are parametrized by T = [R|t] ∈

SE(3), where R ∈ SO(3) and t ∈ R
3. Next, we use a 3D

rigid transformation T to transform the 3D point zix from

camera view space to world coordinates, and formulate the

rendering color at pixel x as

R(Tx;Θ) = g
(

fR(Tz1x;Θ), . . . , fR(TzKx;Θ)
)

. (8)

Similar to neural image alignment, We use another MLP

with weights Φ to model the coordinate-based warp neu-

ral field fW : R2 → R
6 condition on the frame-dependent

embedding ℓ:

W(x; ℓ,Φ) = exp
(

fW(x; ℓ,Φ)
)

, (9)

where the operator exp(·) denotes the exponential map from

Lie algebra se(3) to the Lie group SE(3).

3.3. Differentiable Parameter Estimation

The local-to-global process allows L2G-NeRF to dis-

cover the correct registration with an initially flexible pixel-

wise alignment and later shift focus to constrained paramet-

ric alignment. We derive the gradient flow of global align-

ment objective Lj
i =

∥

∥T
j
ix

j−T∗
ix

j
∥

∥

2

2
w.r.t. the parameters

Φ of warp neural field W as

∂Lj
i

∂Φ
=

∂Lj
i

∂T
j
i

∂T
j
i

∂Φ
+

∂Lj
i

∂T∗

i

N
∑

j=1

∂T∗

i

∂T
j
i

∂T
j
i

∂Φ
. (10)

Such that a differentiable solver is of critical importance

to calculating the gradient of T∗
i w.r.t. T

j
i then backpropa-

gated to update the parameters Φ. We use Roma [5] and Ko-

rnia [38] for the differentiable rigid and homography para-

metric alignment. Next, we expound the two differentiable

solvers, respectively.

1For the sake of simplicity, the viewing direction is omitted here.

Rigid parametric alignment. In the rigid parametric align-

ment problem, we assume {Tjxj}Nj=1
is transformed from

{xj}Nj=1
by an unknown global rigid transformation T =

[R|t] ∈ SE(2) or T = [R|t] ∈ SE(3). To solve this classic

orthogonal Procrustes problem [19], we define centroids of

{xj}Nj=1
and {Tjxj}Nj=1

as

x =
1

N

N
∑

j=1

(xj) and Tx =
1

N

N
∑

j=1

(Tjxj). (11)

Then the cross-covariance matrix H is given by

H =

N
∑

j=1

(xj − x)(Tjxj −Tx)⊤. (12)

We use Singular Value Decomposition (SVD) to decompose

H as introduced in [21, 43]:

H = USV
⊤. (13)

Thus the optimal transformation minimizing Eq. (4) is given

in closed form by

R = V U
⊤ and t = −Rx+Tx. (14)

Homography parametric alignment. In the homogra-

phy parametric alignment problem, we assume {xj ′ =
Tjxj}Nj=1

is transformed from {xj}Nj=1
by an unknown ho-

mography transformation T ∈ SL(3). Written element by

element, in homogenous coordinates, we get the following

constraint:





xj ′
1

xj ′
2

1



 =





T11 T12 T13

T21 T22 T23

T31 T32 T33









xj
1

xj
2

1



 . (15)

Rearranging Eq. (15) as [1], we get Ajh = 0, where

A
j =

[

0 0 0−x
j
1 −x

j
2 −1 x

j ′

2x
j
1 x

j ′

2x
j
2 x

j ′

2

x
j
1 x

j
2 1 0 0 0 −x

j ′

1x
j
1 −x

j ′

1x
j
2 −x

j ′

1

]

h = (T11,T12,T13,T21,T22,T23,T31,T32,T33)
⊤

(16)

Given the set of correspondences, we can form the linear

system of equations Ah = 0, where A = (A1 . . .AN )⊤.

Thus we can solve the Homogeneous Linear Least Squares

problem and calculate the non-trivial solution by SVD de-

composition:

A = USV
⊤ =

9
∑

l=1

σlulv
⊤

l , (17)

where singular value σl represents the reprojection error.

Then we take the singular vector v9 that corresponds to the

smallest singular value σ9 as the solution of h, and reshape

it into the homography transformation matrix T.
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Figure 3. Color-coded patch reconstructions of neural im-

age alignment under rigid perturbations. The optimized

warps are shown in Fig. 5 with corresponding colors.

L2G-NeRF is able to recover accurate alignment and pho-

torealistic image reconstruction with local-to-global reg-

istration, while baselines result in suboptimal alignment.
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Figure 4. Color-coded patch reconstructions of neural im-

age alignment under homography perturbations.

Naïve BARF Ours GT

Figure 5. Qualitative results of neural image alignment experiment under

rigid perturbations. Given color-coded patches (Fig. 3), we recover the align-

ment (top row) and the neural field of the entire image (bottom row).

Method
Rigid perturbations Homography perturbations

Corner error (pixels) ↓ Patch PSNR ↑ Corner error (pixels) ↓ Patch PSNR ↑

Naı̈ve 120.00 14.83 55.80 21.79

BARF [24] 110.20 17.78 30.21 23.24

Ours 0.31 29.25 0.76 31.93

Table 1. Quantitative results of neural image alignment experiment under

rigid and homography perturbations. L2G-NeRF optimizes for high-quality

alignment and patch reconstruction, while baselines exhibit large errors.

Naïve BARF Ours GT

Figure 6. Qualitative results of neural image alignment experiment under

homography perturbations.

4. Experiments

We first unfold the validation of L2G-NeRF and base-

lines on a 2D neural image alignment experiment, and then

show that the local-to-global registration strategy can also

be generalized to learn 3D neural fields (NeRF [29]) from

both synthetic data and photo collections.

4.1. Neural image Alignment (2D)

We choose two representative images of “Girl With a

Pearl Earring” renovation ©Koorosh Orooj (CC BY-SA 4.0)

and “cat” from ImageNet [13] for rigid and homography im-

age alignment experiments, respectively. As shown in Fig. 3

and Fig. 4, given M = 5 patches sampled from the original

image with rigid or homography perturbations, we optimize

Eq. (2) to find the rigid transformation T ∈ SE(2) or ho-

mography transformation T ∈ SL(3) for each patch with

network fW , and learn the neural field of the entire image

(Fig. 5 and Fig. 6) with network fR at the same time. We

follow [24] to initialize patch warps as identity and anchor

the first warp to align the neural image to the raw image.

Experimental settings. We evaluate our proposed method

against a bundle-adjusting extension of the naı̈ve 2D neu-

ral field, dubbed as Naı̈ve, and the current state-of-the-art

BARF [24], which employs a coarse-to-fine strategy for reg-

istration. We use the default coarse-to-fine scheduling, ar-

chitecture and training procedure of neural field fR for both

BARF and L2G-NeRF. For L2G-NeRF, We use a ReLU

MLP for fW with six 256-dimensional hidden units, and

use the embedding with 128 dimensions for each image to

model the frame-dependent embeddings {ℓi}
M
i=1

. We set

multiplier λ of the global alignment objective to 1× 102.
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Naïve BARF Ours reference NeRF

drums

lego

Figure 7. Qualitative results of bundle-adjusting neural radiance fields on synthetic scenes. The image synthesis and the expected depth

are visualized with ray compositing in the top and bottom rows, respectively. While baselines render artifacts due to less-than-optimal

registration, L2G-NeRF achieves qualified visual quality, which is comparable to the reference NeRF trained under ground-truth poses.

Results. We visualize the rigid and homography registra-

tion results in Fig. 5 and Fig. 6. Alignment with Naı̈ve

results in ghosting artifacts in the recovered neural image

due to large misalignment. On the other hand, alignment

with BARF improves registration results but still falls into

the suboptimal solutions, and struggles with image recon-

struction. As L2G-NeRF discovers the precise geometric

warps of all patches, it can optimize the neural image with

high fidelity. We report the quantitative results in Table 1,

where we use the mean average corner error (L2 distance

between the ground truth corner position and the estimated

corner position) [14, 23] and PSNR as the evaluation cri-

teria for registration and reconstruction, respectively. The

experiment of image alignment shows how local-to-global

strategy has a wide range of benefits for both rigid and ho-

mography registration for 2D neural fields, which can be

easily extended to other geometric transformations.

4.2. NeRF (3D): Synthetic Objects

This section investigates the challenge of learning 3D

Neural Radiance Fields (NeRF) [29] from noisy camera

poses. We evaluate L2G-NeRF and baselines on 8 syn-

thetic object-centric scenes [29], in which each scene has

M = 100 rendered images with ground-truth camera poses

for training.

Experimental settings. For each scene, we synthetically

perturb the camera poses T ∈ SE(3) with additive noise

ξ ∈ se(3) and ξ ∼ N (0, nI) as initial poses, where the mul-

tiplier n is scene-dependent and given in the supplementary

materials. We assume known camera intrinsics and mini-

mize the objective in Eq. (2) for optimizing the 3D neural

fields fR and the warp field fW that finds rigid transforma-

tions relative to the initial poses. We evaluate L2G-NeRF

against a naı̈ve extension of the original NeRF model that

jointly optimizes poses, dubbed as Naı̈ve, and the coarse-to-

fine bundle-adjusting neural radiance fields (BARF) [24].

Implementation details. Our implementation of NeRF

and BARF follows [24]. For L2G-NeRF, We use a 6-layer

ReLU MLP for fW with 256-dimensional hidden units. We

set multiplier λ of the global alignment objective to 1× 102

and employ the Adam optimizer to train all models for

200K iterations with a learning rate that begins at 5×10−4

for the 3D neural field fR, and 1×10−3 for the warp field

fW , and exponentially decays to 1×10−4 and 1×10−8, re-

spectively. We follow the default coarse-to-fine scheduling

for both BARF and L2G-NeRF.

Evaluation criteria. Following BARF [24], we use Pro-

crustes analysis to find a 3D similarity transformation that

aligns the optimized poses to the ground truth before eval-

uating registration quality (quantitative results based on av-

erage translation and rotation errors), and perform test-time

photometric pose optimization [24,25,49] before evaluating

view synthesis quality (quantitative results based on PSNR,

SSIM and LPIPS [50]).
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Scene

Camera pose registration View synthesis quality

Rotation (◦) ↓ Translation ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Naı̈ve BARF Ours Naı̈ve BARF Ours Naı̈ve BARF Ours
ref.

Naı̈ve BARF Ours
ref.

Naı̈ve BARF Ours
ref.

NeRF NeRF NeRF

Chair 1.39 2.58 0.14 60.32 10.43 0.28 14.13 27.84 30.99 31.93 0.83 0.92 0.95 0.96 0.39 0.06 0.05 0.04

Drums 7.99 4.54 0.06 78.20 19.19 0.40 11.63 21.92 23.75 23.98 0.61 0.87 0.90 0.90 0.62 0.14 0.10 0.10

Ficus 3.13 1.65 0.26 48.78 5.46 1.11 14.30 25.85 26.11 26.66 0.83 0.93 0.93 0.94 0.33 0.07 0.06 0.05

Hotdog 7.04 2.42 0.27 58.37 14.98 1.42 15.10 27.34 34.56 34.90 0.74 0.93 0.97 0.97 0.42 0.06 0.03 0.03

Lego 7.82 9.93 0.09 81.93 47.42 0.37 11.36 14.48 27.71 29.29 0.61 0.69 0.91 0.94 0.56 0.29 0.06 0.04

Materials 5.57 0.68 0.06 47.56 4.97 0.28 11.51 26.29 27.60 28.54 0.64 0.92 0.93 0.94 0.49 0.08 0.06 0.05

Mic 4.43 10.44 0.10 77.47 45.66 0.44 13.14 12.20 30.91 31.96 0.85 0.76 0.97 0.97 0.43 0.41 0.05 0.04

Ship 11.10 23.90 0.19 112.01 90.62 0.61 9.41 8.19 27.31 28.06 0.50 0.50 0.85 0.86 0.64 0.63 0.13 0.12

Mean 6.06 7.02 0.15 70.58 29.84 0.61 12.57 20.51 28.62 29.42 0.70 0.82 0.93 0.94 0.49 0.22 0.07 0.06

Table 2. Quantitative results of bundle-adjusting neural radiance fields on synthetic scenes. L2G-NeRF successfully optimizes camera

poses, thus rendering high-quality images comparable to the reference NeRF model (trained using ground-truth camera poses), outper-

forming the baselines on all evaluation criteria. Translation errors are scaled by 100.

perturbed/optimized

camera poses

ground-truth 

camera poses

translational error

initial camera poses Naïve BARF Ours

Figure 8. Visual comparison of the initial and optimized camera poses (Procrustes aligned) for the lego scene. L2G-NeRF properly aligns

all of the camera frames while baselines get stuck at suboptimal poses.

Results. We visualize the results in Fig. 7, which are quan-

titatively reflected in Table 2. On both sides of reconstruc-

tion and registration, L2G-NeRF achieves the best perfor-

mance. Fig. 8 shows that L2G-NeRF can achieve near-

perfect registration for the synthetic scenes. Naı̈ve NeRF

suffers from suboptimal registration and ghosting artifacts.

BARF is able to recover a part of the pose misalignment

and produce plausible reconstructions. However, it still suf-

fers from blur artifacts like the fog effect around the ob-

jects. This fog effect is the consequence of BARF’s attempt

to reconstruct the scenes with half-baked registration. We

then compare the rendering quality to the reference stan-

dard NeRF (ref. NeRF), which is trained using ground truth

poses, demonstrating that L2G-NeRF can achieve compa-

rable image quality, despite being initialized from a signifi-

cant camera pose misalignment.

4.3. NeRF (3D): Real­World Scenes

We further explore the challenge of employing NeRF to

learn 3D neural fields in real-world scenes with unknown

camera poses. We evaluate our method and baselines on the

standard benchmark LLFF dataset [28], which is captured

by hand-held cameras that record 8 forward-facing scenes

in the real world.

Experimental settings. We initialize all cameras with the

identity transformation, i.e. Ti = I ∀i, and use the camera

intrinsics provided by LLFF dataset. We compare against

the Naı̈ve extension of NeRF [29], BARF [24], and use the

same evaluation metrics as described in the experiments of

synthetic objects (Sec. 4.2).

Implementation details. We follow the same architectural

settings and coarse-to-fine scheduling from the BARF [24].

For simplicity, We train without additional hierarchical

sampling. We train all models for 200K iterations with a

learning rate of 1×10−3 for the 3D neural field fR decaying

to 1×10−4, and 3×10−3 for the warp field fW decaying to

1×10−8. We use the same architecture of the warp field for

L2G-NeRF described in Sec. 4.2.

Results. Quantitative results are summarized in Table 3.

Naı̈ve NeRF diverges to wrong camera poses, producing

poor view synthesis that cannot compete with BARF. In

contrast, L2G-NeRF achieves competitive registration er-

rors compared to BARF while outperforming the others on

all view synthesis criteria. Actually, we note that the cam-

era poses provided in LLFF are also estimations from Sf M

packages [39]; therefore, the pose evaluation is a noisy in-

dication. Based on the fact that more accurate registration

yields more photorealistic view synthesis, we recommend

using view synthesis quality as the primary criterion for

real-world scenes. The high-fidelity visual quality shown in

Fig. 9 highlights the ability of L2G-NeRF to register cam-

eras and reconstruct neural fields from scratch.
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Naïve BARF Ours reference NeRF

flower

fern

Figure 9. Qualitative results of bundle-adjusting neural radiance fields on real-world scenes. While BARF and L2G-NeRF can jointly

optimize poses and scenes, L2G-NeRF produces higher fidelity results, which is competitive to reference NeRF trained under Sf M poses.

Scene

Camera pose registration View synthesis quality

Rotation (◦) ↓ Translation ↓ PSNR ↑ SSIM ↑ LPIPS ↓

Naı̈ve BARF Ours Naı̈ve BARF Ours Naı̈ve BARF Ours
ref.

Naı̈ve BARF Ours
ref.

Naı̈ve BARF Ours
ref.

NeRF NeRF NeRF

Fern 8.05 0.17 0.20 1.74 0.19 0.18 16.28 23.88 24.57 24.19 0.39 0.71 0.75 0.74 0.54 0.31 0.26 0.25

Flower 22.41 0.31 0.33 5.81 0.22 0.24 12.28 24.29 24.90 22.97 0.21 0.71 0.74 0.66 0.66 0.20 0.17 0.26

Fortress 171.77 0.41 0.25 47.90 0.33 0.25 11.56 29.06 29.27 26.12 0.29 0.82 0.84 0.79 0.83 0.13 0.11 0.19

Horns 29.42 0.11 0.22 12.83 0.16 0.27 8.94 23.29 23.12 20.45 0.22 0.74 0.74 0.63 0.82 0.29 0.26 0.41

Leaves 79.47 1.13 0.79 12.42 0.24 0.34 9.10 18.91 19.02 13.71 0.06 0.55 0.56 0.21 0.80 0.35 0.33 0.58

Orchids 41.75 0.60 0.67 19.99 0.39 0.41 9.93 19.46 19.71 17.26 0.09 0.57 0.61 0.51 0.81 0.29 0.25 0.31

Room 175.06 0.31 0.30 65.48 0.28 0.23 11.48 32.05 32.25 32.94 0.31 0.94 0.95 0.95 0.85 0.10 0.08 0.07

T-rex 166.21 1.38 0.89 55.02 0.86 0.64 9.17 22.92 23.49 21.86 0.16 0.78 0.80 0.74 0.86 0.20 0.16 0.25

Mean 86.77 0.55 0.46 27.65 0.33 0.32 11.09 24.23 24.54 22.44 0.22 0.73 0.75 0.65 0.77 0.23 0.20 0.29

Table 3. Quantitative results of bundle-adjusting neural radiance fields on real-world scenes. L2G-NeRF outperforms baselines and

achieves high-quality view synthesis that is competitive to reference NeRF trained under Sf M poses. Translation errors are scaled by 100.

5. Conclusion

We present Local-to-Global Registration for Bundle-

Adjusting Neural Radiance Fields (L2G-NeRF), which is

demonstrated by extensive experiments that can effectively

learn the neural fields of scenes and resolve large cam-

era pose misalignment at the same time. By establishing

a unified formulation of bundle-adjusting neural fields, we

demonstrate that local-to-global registration is beneficial for

both 2D and 3D neural fields, allowing for various appli-

cations of diverse neural fields. Code and models will be

made available to the research community to facilitate re-

producible research.

Although local-to-global registration is much more ro-

bust than current state-of-the-art [24], L2G-NeRF still can

not recover camera poses from scratch (identity transforma-

tion) for inward-facing 360◦ scenes, where large displace-

ments of rotation exist. Specific methods such as epipo-

lar geometry and graph optimization could be employed to

handle these issues.
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