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Abstract

Human pose is typically represented by a coordinate vec-
tor of body joints or their heatmap embeddings. While easy
for data processing, unrealistic pose estimates are admit-
ted due to the lack of dependency modeling between the
body joints. In this paper, we present a structured repre-
sentation, named Pose as Compositional Tokens (PCT), to
explore the joint dependency. It represents a pose by M dis-
crete tokens with each characterizing a sub-structure with
several interdependent joints (see Figure 1). The composi-
tional design enables it to achieve a small reconstruction
error at a low cost. Then we cast pose estimation as a clas-
sification task. In particular, we learn a classifier to pre-
dict the categories of the M tokens from an image. A pre-
learned decoder network is used to recover the pose from
the tokens without further post-processing. We show that
it achieves better or comparable pose estimation results as
the existing methods in general scenarios, yet continues to
work well when occlusion occurs, which is ubiquitous in
practice. The code and models are publicly available at
https://github.com/Gengzigang/PCT.

1. Introduction

Human pose estimation is a fundamental task in com-
puter vision which aims to estimate the positions of body
joints from images. The recent progress has focused on net-
work structures [74, 87, 96], training methods [31, 68, 93],
and fusion strategies [14,15,61,67,84,102], which have no-
tably advanced the accuracy on public datasets. However, it
remains an open problem in challenging scenarios, e.g., in
the presence of occlusion, which hinders its application in
practice.

Current 2/3D pose estimators usually represent a pose
by a coordinate vector [23, 34, 79, 110] or its heatmap em-
beddings [40, 55, 60, 74, 75, 80, 87, 90]. In both represen-
tations, the joints are treated independently, ignoring the
fact that the body joints can serve as mutual context to each
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Figure 1. Our approach represents a pose by M discrete tokens
which are indices to the codebook entries (top). Each token is
learned to represent a sub-structure. In each row, we show that if
we change the state of one token to different values, it consistently
changes the same sub-structure highlighted by orange. The black
poses are before changing (bottom).

other. As a result, they may get unrealistic estimates when
occlusion occurs as shown in Figure 2 (top). However, it
is interesting to note that humans can easily predict intact
poses from only the visible joints and the visual features.
This is probably because people are able to use context to
aid recognition as evidenced by some psychology experi-
ments [5, 58]. Some works attempt to introduce a tree or
graph structure [2, 21, 65, 85] to model joint dependency.
However, the hand-designed rules usually make unrealistic
assumptions on the relationships, making them incapable to
represent complex patterns.

In this work, we hope to learn the dependency between
the joints earlier in the representation stage without any as-
sumptions. Our initial idea is to learn a set of prototype
poses that are realistic, and represent every pose by the near-
est prototype. While it can guarantee that all poses are real-
istic, it requires a large number of prototypes to reduce the
quantization error to a reasonable level which is computa-
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Figure 2. Heatmap-based method (top) v.s. our PCT method (bottom) in occluded scenes. PCT predicts reasonable poses even under
severe occlusion. The images are from COCO val2017.

tionally infeasible. Instead, we propose a discrete represen-
tation, named pose as compositional tokens (PCT). Figure
3 shows the two stages of the representation. In Stage I,
we learn a compositional encoder to transform a pose into
M token features, with each encoding a sub-structure of the
pose. See Figure 1 for some examples. Then the tokens
are quantized by a shared codebook. So, a pose is simply
represented by M discrete indices. The space represented
by the codebook is sufficiently large to represent all poses
accurately. We jointly learn the encoder, the codebook, and
the decoder by minimizing a reconstruction error.

In Stage II, we cast human pose estimation as a classifi-
cation task. Given an image, we predict the categories of the
M tokens, from which the pose is recovered by the decoder
network. The PCT representation has several advantages.
First, the dependency between the joints is modeled by the
tokens, which helps to reduce the chance of getting unre-
alistic pose estimates. In particular, we see evidence that it
has the potential to obtain reasonable estimates even when a
large portion of the body is occluded. See Figure 2 (bottom)
for some examples. Second, it does not require any expen-
sive post-processing modules such as UDP [29] which is
required by the heatmap representation to reduce the quan-
tization errors. Third, it provides a unified representation
for 2D and 3D poses. In addition, the discrete representa-
tion potentially facilitates its interactions with other discrete
modalities such as text and speech. But this is not the focus
of this work.

We extensively evaluate our approach in 2D human pose
estimation on five benchmark datasets. It gets better or com-
parable accuracy as the state-of-the-art methods on all of
them. But more importantly, it achieves significantly better
results when evaluated only on the occluded joints, validat-
ing the advantages of its dependency modeling capability.
We also present the results in 3D pose estimation on the
H36M dataset on which it achieves comparable accuracy

as the state-of-the-art methods using a simple architecture.
The results demonstrate that it has wide applicability.

2. Related works
In this section, we first briefly discuss the widely used

pose representations. Then we discuss the methods that ex-
plore joint dependencies.

2.1. Pose representations

Coordinates. Early works [4, 9, 50, 56, 76, 79, 110] pro-
pose to directly regress the coordinates of body joints from
images. While efficient, the accuracy is worse than the
heatmap-based methods because it is challenging to learn
the highly non-linear mapping. Some works [23, 89] pro-
pose to improve them by focusing on local features around
the joints. Residual Log-likelihood Estimation [34] pro-
poses a novel regression paradigm to capture the underlying
output distribution. MDN [82] introduces mixture density
network for regression. Recently, transformer [83] brings
notable improvement [36, 49, 71] due to its ability to cap-
ture long-range information.
Heatmaps. The heatmap representation [3, 8, 20, 38, 41, 48,
54, 62, 69, 88, 92, 98] has been dominant since its introduc-
tion [6, 78, 90] because of its strong localization and gen-
eralization ability. Many follow-up works have been de-
voted to continuously improving them, including propos-
ing powerful networks [7, 12, 13, 27, 55, 74] to estimate the
heatmaps more accurately, introducing the attention opera-
tor to the models [40,72,97,103], reducing the quantization
errors [29,105], fusion with the coordinate prediction-based
methods [19, 25, 60, 75], refining the results [22, 53, 73, 85],
leveraging other tasks [33, 57, 59], and leveraging large un-
labeled datasets [32, 93]. However, the heatmap represen-
tation suffers from quantization errors caused by the down-
sampling operations in neural networks. Besides, the joint
dependency is not modeled by the heatmaps.

661



26 4 9

Decoder

7 5

Backbone Class Head ...

Compositional Encoder

.

...

Decoder

(a) Stage I

(b) Stage II

Tokens
... ...

K×H K×H

...

..

...
....

H×KH×M
M×H

K×D

L
in

ea
r

-m
ix
er

L
in

ea
r

N×

T

T

(c) Compositional Enc.

M
L
P

Figure 3. Two stages of the PCT representation (a,b) and the structure of the compositional encoder (c). In Stage I, we learn a compositional
encoder to transform a pose into M tokens which are quantized by a codebook. So, a pose is represented by a set of discrete indices to the
codebook. In Stage II, we cast pose estimation as a classification task by predicting the categories of the M tokens, i.e. the indices to the
codebook entries. They will be decoded by a decoder network to obtain the final pose.

Discrete bins. Recent works [10, 39, 47] propose to divide
each pixel into several bins, allowing sub-pixel localization
accuracy. The horizontal and vertical coordinates of each
joint are separately quantized into discrete classes. Simi-
lar to our work, they also cast human pose estimation as a
classification task. However, each coordinate of the pose
is treated independently which differs from our structured
representation.

2.2. Modeling joint dependency

Since the human body has an articulated structure, there
are many works trying to model joint dependency to help
resolve low-level ambiguities. However, most of them focus
on the modeling aspect rather than representation which is
the focus of this work.
Pictorial structures. Some works [2, 21, 63, 65, 100] pro-
pose to use the deformable model where the relationship be-
tween body joints is explicitly considered based on anatomy
priors (e.g. limb lengths). However, they have three dis-
advantages. First, they usually make strong assumptions
on the relationships, e.g. Gaussian distribution on the off-
sets between two joints, making them incapable to repre-
sent complex patterns. Second, they still require that the
body joints can be independently detected from images first,
and based on that they use the dependency priors to obtain
the most plausible configuration. However, the first step is
already very difficult in cluttered scenes with serious occlu-
sions. Finally, they cannot be trained end-to-end with the
deep networks with an exception [78] that needs to relax
the formulation.
Implicit modeling. The recent deep learning-based meth-
ods [16, 64, 85, 99, 101, 106] implicitly model the depen-
dency by propagating the visual features between the joints.
For example, Chu et al. [16] introduce geometrical trans-
form kernels to fuse the features of different channels which
are believed to characterize different joints. Wang et al. [85]
use Graph Convolutional Network to refine pose estimates

which are obtained by the heatmap-based methods first. In
addition, Chen et al. [11] propose to learn a pose discrim-
inator to exclude non-realistic pose estimates and push the
predictor to learn poses with reasonable structures. Li et
al. [40] explicitly learn a type embedding for each joint and
apply the transformer to model the relationships among the
joints. But from the aspect of representation, they still treat
each joint independently and predict the heatmap for each
joint.

Our PCT representation differs from the previous meth-
ods in three aspects. First, the joint dependency is encoded
earlier in the representations by the tokens (changing the
state of a token changes the corresponding sub-structure
rather than a single joint). In contrast, the other three repre-
sentations treat each joint independently. Second, the sub-
structures are automatically learned from training data with-
out making any unrealistic assumptions. We empirically
show that it has a stronger capability to resolve ambigui-
ties caused by occlusion in a variety of situations. Third,
the joint dependency is explicitly imposed rather than by
implicit feature propagation. The latter method still allows
unrealistic pose estimates in challenging situations.

3. Pose as Compositional Tokens

In Section 3.1, we describe how to learn the codebook
and the encoder/decoder networks. Section 3.2 explains
how it is used in the human pose estimation task.

3.1. Learning compositional tokens

We represent a raw pose as G ∈ RK×D where K is the
number of body joints and D is the dimension of each joint,
where D = 2 for 2D pose, and D = 3 for 3D pose, respec-
tively. We learn a compositional encoder fe(·) to transform
a pose into M token features:

T = (t1, t2, · · · , tM ) = fe(G), (1)
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where each token feature ti ∈ RH approximately corre-
sponds to a sub-structure of the pose which involves a few
interdependent joints. Figure 1 shows some of the learned
examples. Note that the representation has lots of redun-
dancy because different tokens may have overlapping joints.
The redundancy makes it robust to occlusions of individual
parts.

Figure 3 (c) shows the network structure of the encoder.
The position of each body joint is first fed to a linear pro-
jection layer to increase the feature dimension. Then the
features are fed to a series of MLP-Mixer [77] blocks to
deeply fuse the features of different joints. Finally, we ex-
tract M token features by applying a linear projection to the
features across all of the joints.

Similar to [81], we define a latent embedding space by
a codebook C = (c1, · · · , cV )T ∈ RV×N where V is the
number of codebook entries. We quantize each token ti by
the nearest neighbor look-up using the embedding space as
shown in the following equation:

q(ti = v|G) =

1 if v = argmin
j

∥ti − cj∥2

0 otherwise
(2)

Note that all tokens share the same embedding space C
which simplifies training.

We abuse q(ti) to represent the index to the corre-
sponding codebook entry. Then the quantized tokens
(cq(t1), cq(t2), · · · , cq(tM )) will be fed to the decoder net-
work to recover the original pose:

Ĝ = fd(cq(t1), cq(t2), · · · , cq(tM )) (3)

The network structure is similar to the encoder network in
the reverse order except that we use a shallower MLP-Mixer
network with only one block.

The encoder network, the codebook, and the decoder
network are jointly learned by minimizing the following
loss over the training dataset:

ℓpct = smoothL1(Ĝ,G) + β

M∑
i=1

∥ti − sg[cq(ti)]∥
2
2, (4)

where, sg denotes stopping gradient, β is a hyperparameter.
We follow the optimization strategy used in [81] to han-

dle the broken gradients issue in the quantization step and
the codebook is updated using the exponential moving aver-
age of previous token features. In our implementation, we
have two designs that improve the results. First, inspired
by [26, 94], we randomly mask some joints and require the
model to reconstruct them. Second, we concatenate the im-
age features around the joints with the positional features to
enhance its discrimination ability.

Discussion. We try to explain why PCT learns tokens that
correspond to meaningful sub-structures of poses. At one
extreme, if each token corresponds to a single joint, then
we need w × h (i.e. 65536 for an image of size 256× 256)
codebook entries to achieve a small quantization error. But
we only use 1024 entries in our experiments which is much
smaller. This drives the model to learn larger structures than
individual joints to improve the efficiency of the codebook.
At another extreme, if we let a token correspond to an intact
pose, then we only need one token instead of M tokens.
But in the worst case, it requires (wh)K codebook entries
in order to quantize the poses with a small error. In contrast,
our method drives the model to divide a pose into multiple
basic sub-structures whose possible configurations can be
described by a shared set.

Relation to VQ-VAE [81]. The PCT representation is in-
spired by VQ-VAE. The main difference is that VQ-VAE
treats well-defined regular data, e.g. image patches with
the resolution of 16 × 16, as tokens. However, for human
poses, we require PCT to automatically learn meaningful
sub-structures as tokens, which is realized by the compo-
sitional encoder as well as the codebook sharing scheme.
Besides, the network structures of the encoder and decoder
are particularly designed for human poses, different from
VQ-VAE.

3.2. Human Pose Estimation

With the learned codebook and the decoder, we cast hu-
man pose estimation as a classification task. As shown in
Figure 3, given a cropped input image I, we simply predict
the categories of the M tokens, which are fed to the decoder
to recover the pose. We use backbone for extracting image
features X and design the following classification head.

Classification head. We first use two basic residual con-
volution blocks [28] to modulate the backbone features.
Then, we flatten the features and change their dimension
by a linear projection layer:

Xf = L(Flatten(C(X))), (5)

where C and L represent the feature modulator and
the linear projection respectively. We reshape the one-
dimensional output feature into a matrix Xf ∈ RM×N , use
four MLP-Mixer blocks [77] to process the features, and
output the logits of token classification:

L̂ = M(Xf ), (6)

where L̂ has the shape of RM×V .
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Training. We use two losses to train the classification
head. First, we enforce the cross entropy loss:

ℓcls = CE(L̂,L), (7)

where L denotes the ground-truth token classes obtained by
feeding the ground-truth poses into the encoder.

We also enforce a pose reconstruction loss, which mini-
mizes the difference between the predicted and the ground-
truth poses. To allow the gradients from the decoder net-
work to flow back to the classification head, we replace the
hard inference scheme with a soft version:

S = L̂×C, (8)

where S ∈ RM×N denotes the linearly interpolated to-
ken features. The token features S are then fed to the pre-
learned decoder to obtain the predicted pose Ĝ. The com-
plete loss function is:

ℓall = CE(L̂,L) + smoothL1(Ĝ,G). (9)

Note that the decoder network is not updated during train-
ing.

4. Experiments
We first extensively evaluate the PCT representation on

five benchmark datasets in the context of 2D human pose
estimation. Then we present the 3D pose estimation results
and compare them to the state-of-the-art methods. Ablation
studies about the main components of our method are also
provided to help understand the approach.

4.1. Datasets and metrics

2D pose datasets. First, we conduct experiments on the
COCO [42] and MPII [1] datasets. The COCO dataset
has 150K labeled human instances for training, 5K im-
ages for validation, and 30K images for testing. The MPII
dataset has 40K labeled human instances performing a va-
riety of activities. Second, we evaluate our method on four
datasets that have severe occlusions, including the test set
of the CrowdPose [35] dataset, the validation and test sets
of the OCHuman [107] dataset, and the SyncOCC [108]
dataset. In CrowdPose [35] and OCHuman [107], the oc-
cluded joints are manually labeled by annotators. The Syn-
cOCC [108] dataset is a synthetic dataset generated by Un-
realCV [91] so it provides accurate locations of the oc-
cluded joints. We directly apply the model trained on the
COCO dataset to the four datasets without re-training. We
report the results on the occluded joints to validate the ca-
pability of the model to handle occlusion.

3D pose datasets. We conduct experiments on the Hu-
man3.6M [30] dataset which has 11 human subjects per-
forming daily actions. We follow the practice of the previ-
ous works such as [17]. In particular, five subjects (S1, S5,

S6, S7, S8) are used for training, and two subjects (S9, S11)
are used for testing. Since there are no labels for joint oc-
clusion, we only compare our method to the state-of-the-art
methods to validate the general applicability of the repre-
sentation to both 2D and 3D poses.

Evaluation metrics. We follow the standard evaluation
metrics for the COCO [42], MPII [1] and, Human3.6M [30]
datasets. In particular, the OKS-based AP (average preci-
sion), AP50 and AP75 are reported for the COCO dataset.
The PCKh (head-normalized probability of correct key-
point) score is used for the MPII dataset. The MPJPE
(mean per joint position error) are used for Human3.6M.
On the four occlusion datasets, we report the APOC based
on OKS computed only on the occluded joints.

4.2. Implementation details

We adopt the top-down estimation pipeline. In training,
we use the GT boxes provided by the datasets. In testing, we
use the detection results provided by [92] for COCO, and
the GT boxes for MPII and the occlusion datasets following
the common practice.

We use the Swin Transformer V2 [44,45] backbone pre-
trained with SimMIM [94] on ImageNet-1k [66]. It is also
trained on the COCO dataset with heatmap supervision. To
save computation cost, we fix the backbone and only train
the classification head. We set the base learning rate, weight
decay and batch size to 8e-4, 0.05 and 256, respectively. In
total, we train the head for 210 epochs on COCO and MPII,
and 50 epochs on Human3.6M. The flip testing is used.

We use the default data augmentations provided by MM-
Pose [18] including random scale (0.5, 1.5), random rota-
tion (−40◦, 40◦), random flip (50%), grid dropout and color
jitter (h=0.2, s=0.4, c=0.4, b=0.4). We also add the half
body augmentation for COCO. The image size is 256×256.

In learning the representation, we use the AdamW [46]
optimizer with the base learning rate set to 1e-2 and weight
decay to 0.15, respectively. We warm up the learning rate
for 500 iterations and drop the learning rate according to the
cosine schedule. The batch size is 512. We train 50 epochs
for 2D pose and 20 epochs for 3D pose.

4.3. Results on COCO, MPII and H36M

COCO. Table 1 shows the results of the state-of-the-
art top-down pose estimation methods on COCO [42] test-
dev2017 and COCO val2017 sets, respectively. For our
method, we provide three models of different sizes. We can
see that they achieve better or comparable accuracy as the
other methods. For example, our smallest model with Swin-
Base outperforms the previous dominant heatmap-based
methods including HRNet [74], HRFormer [103], and To-
kenPose [40] with much faster inference speed. Similarly,
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Table 1. Results on the COCO test-dev2017 and val2017 sets. The best results in the cited papers are reported. We set the batch size to
32 when testing the speed of all models on a single V100 GPU. Since the official pre-trained model of Swin [44] use square windows,
we directly adopt the square input size to avoid domain gaps. While our input size seems larger than the competitors (e.g. 256 × 256 vs.
256× 192), the number of valid pixels is almost the same because the additional regions are mostly padded meaningless pixels.

Method Backbone Input size GFLOPs ↓ Speed (fps) ↑
COCO test-dev2017 ↑ COCO val2017 ↑

AP AP50 AP75 AP AP50 AP75

SimBa. [92] ResNet-152 384× 288 28.7 76.3 73.7 91.9 81.1 74.3 89.6 81.1

PRTR [36] HRNet-W32 384× 288 21.6 87.0 71.7 90.6 79.6 73.1 89.4 79.8

TransPose [97] HRNet-W48 256× 192 21.8 56.7 75.0 92.2 82.3 75.8 90.1 82.1

TokenPose [40] HRNet-W48 256× 192 22.1 52.9 75.9 92.3 83.4 75.8 90.3 82.5

HRNet [74, 86] HRNet-W48 384× 288 35.5 75.5 75.5 92.7 83.3 76.3 90.8 82.9

DARK [105] HRNet-W48 384× 288 35.5 62.1 76.2 92.5 83.6 76.8 90.6 83.2

UDP [29] HRNet-W48 384× 288 35.5 67.9 76.5 92.7 84.0 77.8 92.0 84.3

SimCC [39] HRNet-W48 384× 288 32.9 71.4 76.0 92.4 83.5 76.9 90.9 83.2

HRFormer [103] HRFormer-B 384× 288 29.1 25.2 76.2 92.7 83.8 77.2 91.0 83.6

ViTPose [96] ViT-Base 256× 192 17.9 113.5 75.1 92.5 83.1 75.8 90.7 83.2

ViTPose [96] ViT-Large 256× 192 59.8 40.5 77.3 93.1 85.3 78.3 91.4 85.2

ViTPose [96] ViT-Huge 256× 192 122.9 21.8 78.1 93.3 85.7 79.1 91.6 85.7

SimBa. [92] Swin-Base 256× 256 16.6 74.4 75.4 93.0 84.1 76.6 91.4 84.3

Our approach Swin-Base 256× 256 15.2 115.1 76.5 92.5 84.7 77.7 91.2 84.7

Our approach Swin-Large 256× 256 34.1 76.4 77.4 92.9 85.2 78.3 91.4 85.3

Our approach Swin-Huge 256× 256 118.2 31.7 78.3 92.9 85.9 79.3 91.5 85.9

Table 2. Results on the MPII [1] val set (PCKh@0.5).

Method Hea. Sho. Elb. Wri. Hip. Kne. Ank. Mean

SimBa. [92] 97.0 95.6 90.0 86.2 89.7 86.9 82.9 90.2

PRTR [36] 97.3 96.0 90.6 84.5 89.7 85.5 79.0 89.5

HRNet [74, 87] 97.1 95.9 90.3 86.4 89.1 87.1 83.3 90.3

DARK [105] 97.2 95.9 91.2 86.7 89.7 86.7 84.0 90.6

TokenPose [40] 97.1 95.9 90.4 86.0 89.3 87.1 82.5 90.2

SimCC [39] 97.2 96.0 90.4 85.6 89.5 85.8 81.8 90.0

Our (Swin-Base) 97.5 97.2 92.8 88.4 92.4 89.6 87.1 92.5

our largest model also achieves better results than the state-
of-the-art ViTPose (huge) with 1.5x faster inference speed.
The fast inference speed is mainly due to the fact that our
method does not require any expensive post-processing.

MPII. The results on the MPII validation set are shown
in Table 2. The image size is set to be 256 × 256 for all
methods. Our approach significantly surpasses the other
methods. Our approach gets better performance mainly for
the joints on the lower body which are easier to be occluded
by other objects. Compared to the other classification-based
method SimCC [39], our method achieves an improvement
of 2.5 under the metric of PCKh@0. 5.

H36M. It is straightforward to apply the PCT representa-
tion to 3D pose estimation. We first learn the encoder, the
codebook and the decoder on the 3D poses. Then we train
a classification head for 3D pose estimation. For simplic-

Table 3. 3D pose estimation results on the Human3.6M [30]
dataset. ‘*’ means using extra 2D MPII [1] dataset for training.
We report the MPJPE metric (mm). We only compare to the static
image-based methods in the table.
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ity, we directly use the backbone used in 2D pose estima-
tion without re-training. The results are shown in Table 3.
Our approach achieves a smaller error than the state-of-the-
art monocular image-based methods. The results show that
PCT is general and applies to both 2D and 3D poses.

4.4. Results on CrowdPose, OCHuman, SyncOCC

We evaluate how our method performs in severe occlu-
sions. The results on the four occlusion datasets are shown
in Table 4. We can see that our PCT based approach sig-
nificantly outperforms the other methods. Figure 5 shows
some examples. There are several interesting observations.
First, when a large portion of the human body is occluded,
our method can predict a reasonable configuration for the
occluded joints that is in harmony with the visible joints
although there are no supporting visual features. This vali-
dates the strong context modeling capability of our method.
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Table 4. The results of the state-of-the-art methods on the occlusion datasets. The numbers of the competitors are obtained by running their
official models using the MMPose [18] framework. The metrics are computed only on the occluded joints that overlap with the COCO
annotated joints. The GT bounding box is used. ‘OC’ denotes the OCHuman [107] dataset.

Method Backbone Input size Speed (fps) ↑ 2D Occluded Pose Estimation (APOC ↑)
OC-val [107] OC-test [107] CrowdPose [35] SyncOCC [108] SyncOCC-H [108]

HRNet [74, 86] HRNet-W48 384× 288 75.5 38.1 38.1 74.5 90.8 73.0

DARK [105] HRNet-W48 384× 288 62.1 38.6 39.2 74.9 91.2 73.8

UDP [29] HRNet-W48 384× 288 67.9 38.6 38.8 75.0 90.8 73.0

HRFormer [103] HRFormer-B 384× 288 25.2 40.5 40.3 72.4 91.9 75.7

Poseur [49] HRFormer-B 384× 288 25.8 44.4 45.6 73.9 93.1 78.5

ViTPose [96] ViT-Huge 256× 192 21.8 46.7 45.8 74.7 92.3 77.4

SimBa. [92] Swin-Base 256× 256 74.4 40.1 39.8 71.6 90.7 72.4

Our approach Swin-Base 256× 256 115.1 45.6 44.5 73.9 93.0 78.3

Our approach Swin-Large 256× 256 76.4 47.2 47.0 76.8 93.4 78.9

Our approach Swin-Huge 256× 256 31.7 50.8 49.6 77.2 94.0 79.7

Table 5. Comparison of four pose representations in a completely
fair setting. We conduct the experiments with the Swin-Base and
input size 256 × 256. The results are reported on the occluded
joints that overlap with the COCO annotated joints. The GT
bounding box is used. ‘OC’ denotes the OCHuman [107] dataset.

Method OC-val OC-test CrowdPose SyncOCC SyncOCC-H

Heatmaps 40.1 39.8 71.6 90.7 72.4

Discrete Bins 40.5 39.9 71.9 91.1 73.6

Coordinates 41.5 41.5 72.7 91.9 75.7

Our PCT 45.6 44.5 73.9 93.0 78.3

Table 6. Ablation study of four main components: Compo (com-
positional design), MJM (masked joint modeling), IG (image
guidance), and RecLoss (auxiliary pose reconstruction Loss). We
report the APV for reconstructed poses, APP for predicted poses
on the COCO val2017 set, and APOC on the SyncOCC test set.
All results are obtained with the backbone Swin-Base and input
size 256× 256.

Compo MJM IG RecLoss APV APP APOC

33.1 16.2 56.8

✓ 98.9 65.5 88.3

✓ ✓ 99.0 72.7 91.2

✓ ✓ ✓ 99.0 75.1 92.8

✓ ✓ ✓ ✓ 99.0 77.4 93.1

Second, when a small portion is occluded, our method can
predict accurate positions based on the visual features in the
neighborhood. For example, in the fourth example of the
first row, the ankle joint of the rightmost person is correctly
predicted based on the visual features of the legs. Third, it
also shows stronger capability to resolve the ambiguities of
other distracting persons.

We also compare the four representations including the
coordinates, heatmaps, discrete bins, and PCT in a com-
pletely fair setting. The results are shown in Table 5. We
can see that PCT achieves much better results than the dom-
inant heatmap representation, leading by about 5.0 AP on
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Figure 4. Impact of the number of codebook entries and the
number of tokens, respectively. The results are obtained by the
model using the Swin-Base backbone trained for 150 epochs on
the COCO val2017 dataset.

OCHuman, 2.3 AP on SyncOCC, and 5.9 AP on the more
challenging SyncOCC hard set.

4.5. Empirical analysis

Ablation study. We ablate the main components of PCT
that we think are important. It includes the Compositional
design (Compo), Masked Joints Modeling (MJM), Image
Guidance (IG), and auxiliary Pose Reconstruction Loss
(RecLoss). All experiments are conducted on the COCO
val set and the SyncOCC set, using the Swin-Base back-
bone trained for 150 epochs.

The first baseline discards the compositional design and
learns a codebook for each joint without interactions be-
tween the joints. As can be seen in Table 6, APV is only
33.1% meaning that the codebook cannot even reconstruct
the poses accurately. This is because we need a significantly
larger codebook without the compositional design. As a re-
sult, the pose estimation accuracy APP in the downstream
task is only 16.2%. Adding the compositional design di-
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Figure 5. Qualitative results of our approach with Swin-Base backbone. The images are obtained from OChuman test set, COCO val2017
set, CrowdPose test set, and SyncOCC.

rectly improves APV to 98.9%. Adding MJM improves
APP significantly from 65.5% to 72.7%. Our understand-
ing is that MJM can drive the model to learn meaningful
sub-structures (tokens) to help detect masked joints. IG and
RecLoss also improve the results.

Token number. Increasing the number of tokens M will
enlarge the representation space exponentially. The results
are shown in Figure 4. We can see that increasing M from
4 to 16 notably improves the AP on the COCO dataset. Fur-
ther increasing M brings little improvement. We find this
is because the newly added tokens become redundant and
have a large overlap with the existing ones. However, the
results are barely affected by the redundant tokens which
make the approach robust to the parameter.

Codebook size. Increasing the number of entries V in the
codebook decreases the quantization error. However, it also
increases the classification difficulty as the number of cat-
egories becomes larger. The results are shown in Figure 4.
Setting this number between 256 and 2048 gives satisfac-
tory results. Again, the model is not very sensitive to this
parameter.

Qualitative results. Figure 5 shows some pose estima-
tion results. We can see that it handles occlusion in a rea-
sonable way. When a human body is occluded by a large

region where even people are not completely sure about the
exact pose, our method can predict a reasonable pose al-
though it may be different from the GT pose. Note that they
are not cherry-picked results. The last three examples show
the failure cases. For the two people on the chair example,
it is probable that the right ankle joint should be somewhere
occluded by the chair. Similarly, for the person skating ex-
ample, the ankle joints should be near the skateboard. The
results suggest that leveraging objects as the context may
further improve the estimation results.

5. Conclusion

In this work, we introduce a structured representation
PCT to the human pose estimation community, which mod-
els the dependency between the body joints and automati-
cally learns the sub-structures of the human pose. We also
present a very simple pose estimation pipeline on top of the
PCT representation, which does not need any complicated
post-processing. It achieves better or comparable results as
the state-of-the-art methods on five benchmarks. The dis-
crete representation also paves the way for interacting with
other discrete modalities such as text and speech.
Future work. It will be interesting to further reduce the
ambiguities in pose estimation by exploring other cues un-
der the discrete representation. For example, as mentioned
in the qualitative study, we can model the context from the
environments such as the surrounding objects.
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