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Abstract

Continuous sign language recognition (CSLR) aims to
recognize glosses in a sign language video. State-of-the-
art methods typically have two modules, a spatial percep-
tion module and a temporal aggregation module, which are
jointly learned end-to-end. Existing results in [9,20,25,36]
have indicated that, as the frontal component of the over-
all model, the spatial perception module used for spatial
feature extraction tends to be insufficiently trained. In this
paper, we first conduct empirical studies and show that a
shallow temporal aggregation module allows more thor-
ough training of the spatial perception module. However, a
shallow temporal aggregation module cannot well capture
both local and global temporal context information in sign
language. To address this dilemma, we propose a cross-
temporal context aggregation (CTCA) model. Specifically,
we build a dual-path network that contains two branches for
perceptions of local temporal context and global temporal
context. We further design a cross-context knowledge distil-
lation learning objective to aggregate the two types of con-
text and the linguistic prior. The knowledge distillation en-
ables the resultant one-branch temporal aggregation mod-
ule to perceive local-global temporal and semantic context.
This shallow temporal perception module structure facili-
tates spatial perception module learning. Extensive exper-
iments on challenging CSLR benchmarks demonstrate that
our method outperforms all state-of-the-art methods.

1. Introduction

Sign language is a visual language for deaf and hearing-
impaired people for ease of communication. Because sign
language has a different grammatical structure and ex-
pression from natural spoken language, deaf and hearing-
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Figure 1. (a) is the common CSLR framework. (b) presents the
generalization capability (i.e., information stored in weights (IIW)
[31]) of TAMs and SPMs of baseline, state-of-the-art methods and
the proposed method. (c) is the performance of the state-of-the-art
methods including word error rate, test time, and model size.

impaired people hardly communicate normally with hear-
ing people in daily life. To eliminate this communica-
tion gap, continuous sign language recognition (CSLR) en-
forces to recognition of various glosses from a sign lan-
guage video. Due to the data collection and annotation
being labor-intensive, CSLR benchmarks adopt a sentence-
annotation manner for all sign language videos [1, 15, 33].

In recent years, there is a consensus among state-of-the-
art methods on a baseline framework (See Fig. 1 (a)). It
is made up of a spatial perception module (SPM), and a
temporal aggregation module (TAM) including two compo-
nents for local and global temporal perception module, and
the connectionist temporal classification (CTC) loss [8] for
training. At present, these methods [9, 20, 25, 36] have per-
ceived one limitation of this framework that the temporal
aggregation module can lead to insufficiently trained spatial
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perception module and affect the final accuracy. We use a
recent interpretation method (i.e., the compression of infor-
mation stored in weights (IIW) [31]) to measure the gener-
alization capability of different neural modules. Fig. 1 (b)
shows the IIWs of TAMs and SPMs of baseline and state-
of-the-art works and infers their positive relation, i.e., low-
generalization TAM (i.e., high IIW) usually leads to low-
generalization SPM. We provide more studies in Sec. 3.

Y. Min et al. [20] measure the difference of correctly and
incorrectly recognized results between auxiliary and pri-
mary classifiers to evaluate model overfitting, and A. Hao
et al. [9] visualized heatmaps of TAM’s self-similarity ma-
trices to show what the local and global temporal perception
learning. However, there are no straightforward quantitative
studies to discuss the effects of TAM on SPM, and we do not
know how significant the effects could be and have no idea
about the desired temporal aggregation. In this paper, we
extensively study the limitation and desirable properties of
the temporal aggregation module in the CSLR framework
via constructing a baseline framework and extensive empir-
ical studies. We insight that a desired temporal aggregation
module should be a shallow architecture to allow more ef-
fective training of spatial perception module but also should
be a deep one for a high temporal aggregation capability.
Whereas, it is quite challenging for the temporal aggrega-
tion module to achieve these properties simultaneously.

To overcome this challenge, we propose the cross-
temporal context aggregation (CTCA) that a shallow tempo-
ral aggregation module has capable of incorporating local-
global temporal contexts and the linguistic prior. Specifi-
cally, we construct a dual-path network, which decouples
the local and global perception modules and imposes a lin-
guistic module in parallel. This architecture ensures the lo-
cal context perception, global context perception, and lin-
guistic prior extraction. Furthermore, we propose a cross-
context knowledge distillation loss function to transfer the
local temporal context and the linguistic prior to the global
perception module. Notice that the spatial perception mod-
ule can facilitate itself by receiving cross-context knowl-
edge as supervision during distillation. Fig. 1(b) shows that
both SPM and TAM in CTCA achieve higher generalization
than the ones of baselines. Consequently, Fig. 1(c) delivers
CTCA’s superiority and it outperforms the state-of-the-art
methods on WER, test time, and model size.

2. Related Work
Continuous sign language recognition. To learn stronger
representation under the sentence-annotated benchmarks,
current deep learning-based approaches exploit the Connec-
tionist Temporal Classification (CTC) [8], which provides a
many-to-one mapping between frames and glosses. To mit-
igate the insufficient training problem [9,20,25,36], a time-
consuming iterative fine-tuning strategy [6, 25] is utilized

to boost the model generalization. In contrast, the end-to-
end methods proposed, such as VAC [20] and SMKD [9]
proposed an end-to-end alignment constraint to make the
learning of local and global temporal context to be con-
sistent. C2SLR [36] designed two constraints for building
spatial consistency and temporal perception consistency to
enhance the representation power of the model. Y. Min et
al. [21] proposed an optimized CTC loss, which can con-
strain features on a hypersphere and control the peak be-
havior of CTC loss to enhance the feature generalization.
In this paper, we achieve a shallower temporal perception
module that not only promotes more thorough training of
spatial perception model but also aggregates local-global
temporal context via a cross-temporal context distillation.

Knowledge distillation. Knowledge distillation (KD) is
a model compression technique that facilitates student mod-
els to achieve strong performance by excavating knowledge
from large teacher models [11] or itself [16]. To eliminates
huge training cost needs the ONE [16] proposes a multi-
branch network to conduct an ensemble on-the-fly. VAC
[20] conducts its local and global temporal context module
as an implicit teacher to promote each one to gain advanced
generalization. Wang et al. [30] propose that consistent
knowledge of multi-modal contains in each channel, and
can achieve multi-modal fusion by exchanging their chan-
nels. POS-SCAN [35], LGD [32], and ELG [27] assume
the linguistic information shares similar semantics with the
visual. They transfer the image-text alignment from teacher
to student. In this paper, we distill the local-global tempo-
ral information and linguistic context to a single one-branch
temporal aggregation module.

3. Preliminaries and Analysis

3.1. General CSLR Framework

Given a sign language video X = {Xt}Tt=1 having
T frames, a continuous sign language recognition method
(CSLR) denoted as ϕ(·) contributes to predicting L glosses
(i.e., Y = {yi}Li=1) contained in the video where yi is the
i-th gloss, and we have Y = ϕ(X ). As shown in Fig. 1(a),
we show three clips in the input video, which are high-
lighted with pink, blue, and green colors. A CSLR method
is desired to predict the corresponding three glosses, i.e.,
‘JETZT’, ‘WETTER’, and ‘APRIL’. The existing training
dataset only provides sentence annotation (See the annota-
tion in Fig. 1) instead of the ground truth of each frame and
we even do not know the exact number of glosses in the in-
put video. Hence, the task is a weakly-supervised learning
problem and significantly challenging.

The dominant CSLR framework [9, 20, 36] mainly in-
volves three modules: spatial perception module (SPM) to
extract feature representation of each frame independently,
temporal aggregation module (TAM) to sequentially con-
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Figure 2. Experiments about chain depth variants of TAM in the
general CSLR framework. The IIW [31] is exploited to measure
the generalization gap (the larger gap, the larger the IIW) of SPM
and TAM. The WER value is utilized to estimate the performance.

duct local and global aggregation across frames’ features,
and the classification module for the final prediction. We
denote the three modules as ϕspm(·), ϕtam(·), and ϕcls(·), re-
spectively, and can reformulate the whole process as Y =
ϕ(X ) = ϕcls(ϕtam(ϕspm(X ))) (See Fig. 1(a)). Specifically,
ϕspm(·) first extracts features of all frames via a convolu-
tion neural network like ResNet18 [10], which are denoted
as V = {Vt}Tt=1. Then, ϕtam(·) uses a local temporal con-
text perception component like temporal convolution net-
work (i.e., 1D-TCN) [5, 9, 20, 36] to capture the correla-
tion across adjacent frames and map the representations V
to a new one, i.e., V loc = {Vloc

t }Tt=1. ϕtam(·) further feeds
the locally-aggregated representations to the global percep-
tion component like a two-layer BLSTM [9, 20, 34, 36] to
capture the global temporal patterns across all frames and
get Vglo = {Vglo

t }Tt=1. Then, the Vglo is further passed
to ϕcls, which is a fully-connected layer to predict logits
Zglo = {Zglo

t }Tt=1. Finally, the Zglo is fed into the CTC to
align the prediction and ground truth and calculate the loss.

3.2. Empirical Studies

Following the fact about chain rules of back-
propagation, we study the effects of the chain depth
of the temporal aggregation module to the spatial percep-
tion module. Intuitively, the temporal aggregation module
with fewer layers (i.e., a shallow TAM) has fewer effects
on the back-propagation of gradients, and a shallower TAM
could lead to a more powerful SPM. To conduct a solid
analysis, we have the following setups:

• Baseline CSLR. We follow the general CSLR frame-
work in Sec. 3.1 and construct a CSLR method includ-
ing a cascaded ResNet18 as the SPM, K-layer 1D-

TCNs and a two-layer BLSTM as the TAM, and the
classifier and the CTC as the classification module.
The K-layer 1D-TCNs and BLSTM are used for local
and global temporal contexts perception, respectively.

• TAM with different chain depths. We set five vari-
ants of TAM by stacking K 1D-TCNs where we set
K ∈ {0, 1, 3, 9, 22} *. We do not tune the depth of
the BLSTM since the BLSTM is prone to over-fitting
[9, 20], we contribute to exploring the influence of the
depth between SPM and BLSTM.

• Evaluation of SPM and CSLR. Following existing
works, we use the word error rate (WER) to evaluate
the performance of the whole CSLR method. In con-
trast, for TAM and SPM, we choose another metric,
i.e., the compression of information stored in weights
(IIW) [31], which is designed to understand the be-
havior of neural networks and can be an indicator of
generalization gap (i.e., the accuracy difference on the
test and training datasets) of neural networks [31] . In-
tuitively, with the same training dataset, a lower IIW
of a module means that the module contributes more
to the accuracy of the test dataset.

With the above setups, we get five CSLR variants with
five TAMs having different chain depths. Then, we train and
test all variants on the RWTH-2014 dataset [15]. Specif-
ically, we can calculate the word error rate (WER) of the
five variants for the prediction accuracy evaluation. We fur-
ther count the information stored in weights (IIW) of the
SPMs and TAMs of the five variants, respectively. As the
results are shown in Fig. 2, we have the following observa-
tions: ❶ When we consider the chain depth (i.e., K) from 1
to 22, the IIW of SPM gradually increases and reaches the
maximum at K = 22 while the IIW of TAM gradually de-
creases, which means the effects of chain depth to the capa-
bility of SPM and TAM have completely opposite trends. A
powerful SPM desires a shallow TAM while the TAM itself
requires a deeper architecture. ❷ Considering the changes
of WER of the CSLR along different chain depths, we see
that the trend of WER is consistent with the IIW’s varia-
tion trend, which means the SPM has higher effects than
the TAM on the final prediction accuracy.

3.3. Motivations

According to the above studies, a desired temporal ag-
gregation module should be a shallow architecture to allow
more effective training of the spatial perception module but
also should be a deep one for a high temporal aggregation
capability. Such a contradiction makes the designing of a
suitable TAM challenging. Because SPM is directly related
to the final accuracy, we tend to select a shallow TAM.

*0 illustrates the TAM drop the 1D-TCN. We adjust channels of 1D-
TCN to make sure different variants have the same model size. Such as
1, 3, 9, 22 denote their channels are 1024,512,256 and 128, respectively.
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Then, the key problem becomes how to make TAM shal-
lower and contribute more to the final prediction accuracy.

Existing works have noticed that both local and global
temporal perception are critical to prediction accuracy. We
also conduct a simple study and observe that removing any
temporal perception components leads to a significant accu-
racy drop (See the supplementary material). All the above
observations motivate us to develop a shallower but more
powerful temporal aggregation module that has the capabil-
ity of perceiving local and global context perception.

4. Cross-Temporal Context Aggregation

An intuitive idea is to utilize knowledge distillation to
integrate local and global contexts into a shallow architec-
ture. As a result, the two opposite requirements for TAM
in Sec. 3.3 could be handled simultaneously. To this end,
we first provide a vanilla distillation solution in Sec. 4.1,
which has several inherent limitations. Then, we impose a
more advanced distillation method, i.e., cross-temporal con-
text aggregation (CTCA), in Sec. 4.2 and Sec. 4.3.

4.1. A Vanilla Distillation Solution

We follow the baseline CSLR in Sec. 3.2 and construct
two independent CSLRs that have the same spatial percep-
tion module (SPM) and classification module but a different
temporal aggregation module (TAM). The first one retains
the global perception component (i.e., a BLSTM) and re-
moves the local component (i.e., 1D-TCN). Such a CSLR
has the shallowest TAM (i.e., K = 0 in Sec. 3.2) and we
denote it as CSLR-GloTAM. The second one only contains
the local perception component and the BLSTM layer is re-
moved and we denote it as CSLR-LocTAM. The main goal
is to train a CSLR-GloTAM to let its TAM have the local
temporal contexts. To this end, we use the CSLR-LocTAM
to teach the CSLR-GloTAM for acquiring local information

and only use the CSLR-GloTAM for inference. The teach-
ing manner follows the vanilla distillation [11].

However, such a vanilla distillation approach has some
limitations: ❶ In terms of CSLR-GloTAM, when BLSTM
over-fits the training data, the loss can be hardly propagated
to the SPM. The distillation based on two separated CSLRs
cannot address this issue properly. ❷ By adapting existing
distillation methods directly, we need to design two exclu-
sive optimization schemes for the two independent CSLRs,
respectively, which inevitably leads to high time and com-
puting costs. ❸ The vanilla distillation leverages a fully-
supervised distillation loss, which cannot be adapted to the
weakly-supervised optimization like CSLR directly.

4.2. SPM-Shared Dual-Path Network

Enforcing to resolve the first and second limitations in
Sec. 4.1, we propose the SPM-Shared Dual-Path Network
(SDPN). Inspired by [16], we adopt a multi-branch archi-
tecture with a shared SPM to merge the training processes
of teacher and student, which distills from each other in a
peer-teaching manner. As a result, this structure avoids the
requirement of two optimization schemes trade-offs. It is
easy to train with only one optimization scheme. As such,
different from the vanilla distillation approach has two sepa-
rate networks, the SDPN is composed of a shared SPM and
followed a dual-path (See Fig. 3): local temporal percep-
tion branch (i.e., 1D-TCN branch), global temporal percep-
tion branch (i.e., BLSTM branch). Specifically, each branch
itself of SDPN stands for the specific knowledge concur-
rently, which conducts a native ensemble model on-the-fly.
With the above architecture, even if the BLSTM branch
is over-fitted, other branches like the 1D-TCN branch can
still back-propagate the loss to the shared SPM straightfor-
wardly. More importantly, the SDPN is easy to adopt dis-
tillation losses (See Sec. 4.3) to distill the local temporal
context and the linguistic prior to reinforcing BLSTM. The
two branches of SDPN have different objectives and archi-
tectures as done in [9,17,20]. In particular, we only use the
BLSTM branch during inference, rather than both branches.
We detail the architectural designs in the following:
Shared spatial perception module. We use the ResNet18
for the spatial perception module (See Sec. 3.1) where the
fully-connection layer is removed, which takes the video
clips as inputs and outputs the spatial representation V .
Local & global temporal perception branches. The local
branch consists of a 1D-TCN and a local classifier F loc. The
1D-TCN is able to provide local temporal representations
V loc maintained sign-wise information. And the local clas-
sifier outputs the local prediction Z loc. The global branch
contains a two-layer BLSTM and a global classifier Fglo.
The BLSTM outputs global temporal representations Vglo,
which contains the order and correlation of co-occurring
signs. The global classifier outputs the global prediction
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Zglo. Note that, both Zglo and Z loc are optimized by CTC
loss to achieve a knowledge complementary to the spatial
perception module reinforcement, and the 1D-TCN is re-
moved during inference.

4.3. Cross-Context Knowledge Distillation Loss

To make the shallow BLSTM branch learn both lo-
cal & global perceptions and achieve the desired prop-
erty against the third limitation in Sec. 4.1, we propose
the Cross-Context Knowledge Distillation Loss (CCKD).
CCKD composes a cross-temporal knowledge distillation
(CTD) and a cross-modality knowledge distillation (CMD).
The CTD builds a mutual temporal context distillation that
enables the BLSTM and 1D-TCN branches to incorpo-
rate complementary knowledge to refine themselves and
the SPM. The CMD distills linguistic prior i.e., inter-gloss
semantic correlation from glosses sequence to BLSTM
branch to reinforce its temporal aggregation. In contrast
to the vanilla distillation that enhances the student’s ability
to achieve consistent prediction scores with the teacher, the
CCKD focuses on distilling channel-wise knowledge from
intermediate feature hints [28]. By doing so, CCKD facili-
tates students to learn how to learn, rather than how to get
prediction scores, which is more applicable to CSLR.
Cross-temporal knowledge distillation. ❶ Local tempo-
ral context guidance loss (Ll2g). Given the local and global
temporal representation V loc and Vglo, the Ll2g encourages
the Vglo to learn sign-wise context maintained in V loc to re-
main local-global temporal contexts. Due to the knowledge
of sign-wise context being distinct from the global context,
knowledge confusion may occur during the Ll2g procedure.
To relieve the confusion, we weight the V loc by the intersec-
tion information I(V loc,Vglo) among V loc and Vglo to sup-
press signs information of V loc who differs with Vglo.

Ll2g(Vglo,V loc) = φ(Vglo,V loc · I(V loc,Vglo)), (1)

φ(Vglo,V loc) =
τ2

C

C∑
c=1

T∑
i=1

KL((Vglo
c,i), (V

loc
c,i)), (2)

I(V loc,Vglo) =
1

σ(Vloc
c,i)

σ(Vglo
c,i)

+ 1
, (3)

where if
σ(Vloc

c,i)

σ(Vglo
c,i)

is large and thus I(V loc,Vglo) is small,

meaning the large different between V loc and Vglo. The
KL denotes the KL divergence, τ is the temperature factor
for smooth, σ indicates the softmax function and C corre-
sponds to the feature channels. As indicated in [28], the KL
divergence can be used between intermediate feature hints.
❷ Global temporal context guidance loss (Lg2l). In ad-
dition, the Lg2l loss evolves distilling global contexts
i.e., signs order and correlation among co-occurring signs

to the 1D-TCN branch. As a result, remaining the local-
global context, the 1D-TCN is applicable to learning sign-
wise contexts by taking into account global contexts. The
Lg2l loss is also formulated as a similarly form with Ll2g:

Lg2l(V loc,Vglo) = φ(V loc,Vglo). (4)

❸ Reconstruction loss (Lrc). The intuition behind this loss
is that the distillation between 1D-TCN and BLSTM should
be further enhanced when the local representation is well-
learned. Therefore, we impose the Lrc as the reconstruc-
tion function for the local temporal representation V loc to
reinforce cross-temporal context distillation. Notably, we
experimentally follow the entropy principle [13,18] to mea-
sure knowledge uncertainty by w(Vloc

i ). If the estimated
V loc is well-learned and has a high certainty, H(Vloc

i ) be-
comes small, leading to a large weight (1+w(Vloc

i )). Then,
the consistency between local & global representations is
further enhanced via the Lrc. We also adopt a residual con-
nection for stable weighting.

Lrc =

√√√√ T∑
i=1

(Vglo
i − Vloc

i )
2
·

T∑
i=1

(1 + w(Vloc
i )), (5)

w(Vloc
i ) = exp−H(Vloc

i ), (6)

As mentioned above, the CTD loss is formulated as:

Lctd = α1Ll2g + α2Lg2l + α3Lrc, (7)

Where the α1, α2, α3 achieve trade-offs among losses in
the CTD loss. Furthermore, the CTD loss ensures the spa-
tial perception module to be propagated the local-global in-
formation during the whole training time, which avoids the
propagation effect of BSLTM overfitting and enhances SPM
generalization ability, implicitly.
Cross-modality knowledge distillation. The CTD loss
only restricts the cross-temporal context statistics yet
has weak semantic context supervision i.e., the linguis-
tic prior. Motivated by CLIP [26] and ELG [27], the
cross-modality knowledge distillation (CMD) is proposed
to distill inter-gloss semantic correlation from glosses se-
quence to BLSTM branch. In practice, given the gloss se-
quence Y = {yi}Li=1 corresponding to X with L glosses,
it will be embedded by pre-trained BERT to generate high-
dimensional semantic features Ggls = {Ggls

i }Li=1 ∈ RY×L.
Further, the Ggls and global temporal representation Vglo

will be computed by cross-attention [29] to generate the
linguistic-visual relation G t̂ ∈ RY×L.

G t̂ = softmax(
fQ(Ggls)fK(Vglo)T√

C
)fV(Vglo), (8)

Moreover, the self-correlation matrix cort̂ will be obtained
by the matrix product of G t̂ and (G t̂)T. The cort is a
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self-correlation matrix of gloss features Ggls, i.e., cort =∥∥Ggls
∥∥
2

(∥∥Ggls
∥∥
2

)T
. Finally, we distill the inter-gloss dis-

crimination from the cort to the cort̂ via the cross-modality
distillation loss Lcmd. The t and t̂ represent the gloss
modality and visual modality, respectively.

Lcmd =
1

L

L∑
i=1

σ(cor
t̂

i ) · log

[
σ(cor

t̂

i )

σ(cor
t

i )

]
, (9)

where σ indicates the softmax function. We involve cort̂

to have the same knowledge with cort to enhance the
linguistic-visual relation, which encourages Vglo to have the
inter-gloss discrimination indirectly.

Combining all loss functions, the CCKD is denoted as:

LCCKD = αLctd + βLcmd + γLctc, (10)

where the α, β, and γ control the trade-off among losses.

4.4. Implementation Details

Network details. We set K = 3 and kernel size is 3 for 1D-
TCN, each layer equips with a 1D Batch Norm layer and a
ReLU activation. The output channel of each temporal layer
in 1D-TCN is set to 1024 and BLSTM is set to 2048.
Hyperparameters setting. The τ in Eq. (2) is set to 4, the
α1, α2, α3 in Eq. (7) are set to 0.2, 1, 1 respectively. And
α, β, and γ in Eq. (10) are set to 3, 130, 1 respectively. We
find that the α1 is chosen in [0.1, 1) and the β needs to be
set to among [50, 150] to obtain good performance.
Training and test strategy. During both the training and
test stages for all benchmarks, we randomly discard half of
video frames as inputs following SFL [22]. We then resize
the frame size to 256×256 and perform randomly cropping
frames to 224×224, as well as random horizontal flip (50%)
in the training stage (only center crop frames to 224 × 224
in the test stage). The BERT in the CMD loss is frozen
and only employed in the training stage. In the test, only
the spatial perception module and the global temporal per-
ception branch are exploited to generate predictions. The
CTCA is implemented in PyTorch with one A100 GPU.

5. Experiments
5.1. Dataset and Evaluation

RWTH-2014 [15] is a German sign language dataset, it
consists of a total of 6,841 sentences with a vocabulary of
1,295 glosses, signed by 9 different singers.
RWTH-2014T [1] can be used for both CSLR and sign lan-
guage translation tasks [1]. It involves a vocabulary of 1,085
glosses, split into 7,096, 519, and 642 samples in the train
set, dev set, and test set, respectively.
CSL-Daily [33] is a large Chinese sign language dataset
about people’s daily life. It can be employed in both CSLR

Table 1. Comparison with state-of-the-art methods on the RWTH-
2014 dataset. (WER(%) the lower is the better).

Methods
Dev Test

del/ins WER del/ins WER
DNF [6] 7.8/3.5 23.8 7.8/3.4 24.4
FCN [5] - 23.7 - 23.9
VAC [20] 7.9/2.5 21.2 8.4/2.6 22.3
CMA [23] 7.3/2.7 21.3 7.3/2.4 21.9
SMKD [9] 6.8/2.5 20.8 6.3/2.3 21.0
C2SLR [36] - 20.5 - 20.4
TLP [17] 6.3/2.8 19.7 6.1/2.9 20.8
RadialCTC [21] 6.5/2.7 19.4 6.1/2.6 20.2
CTCA(Ours) 6.2/2.9 19.5 6.1/2.6 20.1

Table 2. Comparison with state-of-the-art methods on the RWTH-
2014T dataset. (WER(%) the lower is the better).

Methods
WER

Dev Test
SLT [2] 24.6 24.5
CNN+LSTM+HMM [14] 22.1 24.1
BN-TIN+Transf [33] 22.7 23.9
V-L Mapper [4] 21.9 22.5
SMKD [9] 20.8 22.4
C2SLR [36] 20.2 20.4
TLP [9] 19.4 21.2
CTCA(Ours) 19.3 20.3

and sign language translation. There are 18,401, 1,077, and
1,176 videos for the training set, dev set, and test set, re-
spectively. It has a vocabulary of 2,000 glosses for CSLR.
Evaluation metric. In this paper, we adopt the word er-
ror rate (WER) metrics for CSLR methods evaluation. It
measures the minimum number of substitutions, deletions,
and insertions that need to convert one predicted glosses se-
quence to a given reference sequence [15].

5.2. Comparison with State-of-the-arts

Evaluation on RWTH-2014. The objective of the VAC
and SMKD is to enhance the discriminative capacity of
the visual module (i.e., SPM+1D-TCN). Meanwhile, our
CTCA focuses on investigating and designing the desired
TAM for CSLR. As demonstrated in Tab. 1, the proposed
CTCA solely utilizes the RGB information of sign language
videos, yet it achieves competitive performance in terms of
the WER (19.5% and 20.1%). Notably, it surpasses other
RGB cue-based approaches, i.e., SMKD, C2SLR, and TLP,
thereby validating the effectiveness of CTCA.
Evaluation on RWTH-2014T. In Tab. 2, it is evident that
the CTCA gains the best performance (19.3% and 20.3%)
compared with other state-of-the-art approaches.
Evaluation on CSL-Daily. To further assess the CTCA’s
generalization capacity, we evaluate it on the CSL-Daily
benchmark. As presented in Tab. 3, the CTCA outperforms
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Table 3. Comparison with state-of-the-art methods on the CSL-
Daily. (WER(%) the lower is the better).

Methods
Dev Test

del/ins WER del/ins WER
LS-HAN [12] 14.6/5.7 39.0 14.8/5.0 39.4
SLT(Gloss+Text) [2] 10.3/4.4 33.1 9.6/4.1 32.0
FCN [5] 12.8/4.0 33.2 12.6/3.7 32.5
BN-TIN+Transf [33] 13.9/3.4 33.6 13.5/3.0 33.1
TIN-Iterative [6] 12.8/3.3 32.8 12.5/2.7 32.4
CTCA(Ours) 9.2/2.5 31.3 8.1/2.3 29.4

Table 4. Effect of the SDPN architecture on the RWTH-2014.

Methods IIW
Dev Test

del/ins WER del/ins WER
Baseline 6.7E-5 7.0/3.0 21.8 6.7/2.7 22.1
Baseline+SDPN 5.6E-5 7.3/3.1 21.7 7.4/2.4 21.8
VAC(VE) [20] 5.4E-5 - 23.3 - 23.8
VAC(VE)+SDPN 4.2E-5 7.6/3.1 22.0 7.6/3.0 22.6

all other methods and achieves a 3% WER advantage over
the second-best performer, the TIN-Iterative.

5.3. Ablation Study

Benefits of SPM-Shared Dual-Path Network. Tab. 4
illustrates that when both baseline and VAC are con-
structed to SDPN architecture, achieving lower general-
ization gap (lower IIW) and improved performance (lower
WER). It is noteworthy that during the testing, only the spa-
tial perception module and the BLSTM branch of SDPN
are utilized. These results suggest that the SDPN architec-
ture can facilitate thorough training for the spatial percep-
tion module, leading to improved performance.
Benefits of components of Cross-Context Knowledge
Distillation loss. ❶ Effect of vanilla distillation solution.
We compare the vanilla distillation approach, as discussed
in Sec. 4.1 with the baseline. As presented in Tab. 5, the
vanilla distillation yields an improvement over the baseline,
yet it is still inferior to each component of the CCKD.
❷ Effect of Ll2g loss and Lg2l loss. We introduced two
distillation methods, SDPN A and SDPN B based on the
SDPN model. SDPN A is the 1D-TCN distilling sign-wise
knowledge to the BLSTM via the Ll2g . This method im-
proves performance on the test set by 1.0% compared to
the baseline. We also removes the intersection information
weighted term I(.; ) from SDPN A, which results in a 0.4%
drop in performance on the test set, implying its effective-
ness. SDPN B, on the other hand, is an SDPN model opti-
mized by the Lg2l, which yields a 1.4% WER improvement
over the baseline on the test set. It is noteworthy that SDPN
A’s performance is inferior to SDPN B. This can be ex-
plained that BLSTM tends to overfit on the sequential order
of signs, which is easy to learn and leads to fast convergence

Table 5. Ablation study on cross-context knowledge distillation
loss on the RWTH-2014.

Method
Lctd Lcmd Dev TestLl2g Lg2l Lrc

Baseline - - - - 21.8 22.1
Vanilla - - - - 21.7 21.9
SDPN A ✓ - - - 21.0 21.1
SDPN A−I(.; ) ✓ - - - 21.3 21.5
SDPN B - ✓ - - 20.8 20.7
SDPN C ✓ ✓ - - 20.4 20.6
SDPN D ✓ ✓ ✓ - 20.0 20.4
SDPN D−w(.; ) ✓ ✓ ✓ - 20.2 20.6
SDPN E - - - ✓ 21.3 21.0
CTCA ✓ ✓ ✓ ✓ 19.5 20.1

Table 6. Comparison of different knowledge fusion schemes on
the RWTH-2014. “Wasserstein” is the Wasserstein distance.

Method Knowledge fusion Dev Test

SDPN

- 21.7 21.8
Vanilla distillation [11] 21.6 21.6

Wasserstein [3] 21.6 21.5
JMMD [19] 21.3 21.3
CKD [28] 21.3 21.5

CTCA(Ll2g) 21.0 21.1
concatenation 22.7 23.6

point-wise addition 21.2 22.3
attention 22.2 22.6

optimized by CTC [9, 25]. Although the BSLTM in SDPN
A receives local context knowledge, it still propagates lim-
ited local-global information to SPM, resulting in limited
gain for SPM when it is overfitting. Furthermore, the 1D-
TCN is less prone to overfitting [5] and in SDPN B facili-
tated by the Lg2l the 1D-TCN can learn sign-wise context
by taking into account global contexts. Then it can provide
richer sign-wise supervision to the SPM for locating signs,
which can eliminate the limited back-propagation. As a re-
sult, more robust features SPM can generate, and they are
fed into BLSTM, which outperforms SDPN A. This find-
ing is consistent with the observation ❷ in Sec. 3.2 that the
SPM has a high effect on the final prediction performance.
The results of SDPN C show that the mutual distillation
approach gains 20.6% on the test set. This technique can
enhance both the Ll2g and Lg2l, resulting in improved 1D-
TCN and BLSTM. This success is also verified by [9].
❸ Effect of Lrc loss and Lcmd loss. Seen from Tab. 5,
based on the SDPN C model the SDPN D combines the Lrc,
which is effective in enhancing performance. Specifically,
when SDPN D drops the w(.; ), it gives a worse result, it
shows the effect of entropy measurement. Moreover, SDPN
E, achieves relatively better performance, which validates
the need for linguistic prior supervision.
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Table 7. Performance comparison of local temporal perception
module with distinct temporal window widths on the RWTH-
2014. Ft and Ft(d) correspond to the 1D temporal convolution
layer with kernel of t and dilation of d, respectively.

Method variants windows Dev Test

1D-TCN

F3-F3-F3 7*2 19.5 20.1
F3(1)-F3(2) 7*2 19.8 20.3

F5-F5 9*2 20.6 20.6
F5-F5-F5 13*2 19.9 20.6
F7-F7 13*2 20.1 20.3

Table 8. Comparison of CTCA with distinct global temporal per-
ception modules (GTPM) on the RWTH-2014.

Method variants Dev Test

GTPM-branch

BLSTM 19.5 20.1
Dilated blocks 22.2 22.6
Transformer 28.7 28.9

Transformer+BLSTM 24.4 24.1

5.4. Module Analysis

Other choices of knowledge fusion schemes. In Tab. 6, we
compare distinct knowledge fusion schemes based on our
SDPN, including the knowledge distillation strategies (up-
per part of Tab. 6) and feature fusion strategies (bottom
of Tab. 6). Specifically, all schemes use only SPM and
BLSTM in testing and all knowledge distillation schemes
distill knowledge from 1D-TCN to BLSTM. We observe
that feature fusion strategies have limited promotion and
even worse results than the SDPN, while all knowledge
distillation schemes gained an improvement by the SDPN.
This validates the effectiveness of knowledge distillation
and shows that simply concatenating or summing features
lacks the constraint for 1D-TCN and BLSTM to guide them
to possess context knowledge of the other. And the attention
mechanism only learns the correlation between 1D-TCN
and BLSTM, neglecting context knowledge transferring.
Impact of different distillation objects. The Tab. 6 also
shows the performance of using intermediate feature hints
versus prediction scores as distillation objects. The Wasser-
stein distance [3, 7] and JMMD [19] enforce to align the
intermediate feature distributions. And the CKD [28] dis-
tills significant activation values in each channel of inter-
mediate feature hints. Further, based on the CKD our Ll2g

weights the distillation by the intersection information of
intermediate feature hints. On the other hand, the vanilla
distillation [11] is designed for aligning glosses prediction
scores, gives the worst performance. Overall, results sug-
gest that adopting intermediate feature hints as distillation
objects is more effective than employing prediction scores
to teach how to generate the desired output.
Impact of different temporal window widths of 1D-

TCN. Tab. 7 delivers that the window width designed to ap-
proximate the average length of isolated sign [6] performs
the best. (Since half of the frames are selected for train-
ing, i.e., SFL [22], the actual window width needs to be
multiplied by 2). Whereas, variants of 1D-TCN with sub-
stantially different window widths (ranging from 14 to 26)
do not show a significant performance gap. We explain that
variants of 1D-TCN can learn sign-wise knowledge through
global context guidance optimized by the Lg2l, which re-
lieves the effect of receptive field discrepancy.
Other choices of global temporal perception modules.
Tab. 8 ablates the performance of distinct global temporal
perception modules, such as BLSTM, Dilated blocks [24],
Transformer [2, 22], and Transformer+BLSTM. The
BLSTM achieves the best performance. The plausible rea-
son is that sign language videos have a semantic sequence
with grammatical rules, which means both forward and
backward frames should be taken into consideration [25],
which BLSTM achieves natively. However, Transformer is
unable to do it to learn the semantic sequence well.

6. Conclusion
In this work, we have extensively studied the limitation

and desired properties of the temporal aggregation module
(TAM) in the continuous sign language recognition frame-
work. In particular, with an advanced analysis tool (i.e.,
information stored in weights [31]), we showed that the
desired TAM should be a shallow architecture to allow
more effective training of spatial perception module but
also should be a deep one for a high temporal aggregation
capability. To achieve this property, we proposed cross-
temporal context aggregation (CTCA) with a dual-path net-
work. Moreover, we proposed a cross-context knowledge
distillation loss function to transfer the local temporal con-
text and the linguistic prior to the global perception mod-
ule. Extensive experimental results demonstrated that our
CTCA effectively enhances the generalization of the spa-
tial perception module while achieving the leading accuracy
with fewer parameters and higher efficiency.

Limitations. In the redesign of the temporal aggre-
gation module, the improvement of global temporal con-
text perception still follows the current scheme, which still
tends to cause overfitting. Therefore finding a more suit-
able global temporal context perception for the weakly su-
pervised CSLR task is a challenge to be solved. Meanwhile,
the CTCA is not tested on real-world with complex scenes,
which deserves further study.
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