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Abstract

Most recent 6D object pose estimation methods first use
object detection to obtain 2D bounding boxes before actu-
ally regressing the pose. However, the general object de-
tection methods they use are ill-suited to handle cluttered
scenes, thus producing poor initialization to the subsequent
pose network. To address this, we propose a rigidity-aware
detection method exploiting the fact that, in 6D pose esti-
mation, the target objects are rigid. This lets us introduce
an approach to sampling positive object regions from the
entire visible object area during training, instead of naively
drawing samples from the bounding box center where the
object might be occluded. As such, every visible object
part can contribute to the final bounding box prediction,
yielding better detection robustness. Key to the success
of our approach is a visibility map, which we propose to
build using a minimum barrier distance between every pixel
in the bounding box and the box boundary. Our results
on seven challenging 6D pose estimation datasets evidence
that our method outperforms general detection frameworks
by a large margin. Furthermore, combined with a pose re-
gression network, we obtain state-of-the-art pose estimation
results on the challenging BOP benchmark.

1. Introduction

Estimating the 6D pose of objects, i.e., their 3D rota-
tion and 3D translation with respect to the camera, is a fun-
damental computer vision problem with many applications
in, e.g., robotics, quality control, and augmented reality.
Most recent methods [2, 5, 9, 25, 42, 45] follow a two-stage
pipeline: First, they detect the objects, and then estimate
their 6D pose from a resized version of the resulting de-
tected image patches. While this approach works well in
simple scenarios, its performance drops significantly in the
presence of cluttered scenes. In particular, and as illustrated
in Fig. 1, we observed this to be mainly caused by detection
failures.

Specifically, most 6D pose estimation methods rely on
standard object detection methods [10, 22, 37, 43, 44, 50],
which were designed to handle significantly different scenes

(a) General detection (b) Detection in 6D pose

(c) Baseline detection results (d) Our detection results

(e) Baseline pose results (f) Our pose results

Figure 1. The challenges of detection in 6D object pose. (a) The
general detection scenario (COCO [29]) exhibits small occlusions.
(b) The occlusion problem in 6D object pose, however, is much
more severe, (c) making the general detection method [44] based
on center-oriented sampling unreliable (glue) or fail completely
(cat). (d) By contrast, our new detection strategy is effective in
these challenging scenarios, (e,f) and provides significantly more
robust 2D box initialization for the following 6D regression net-
works [15], yielding more accurate pose estimates.

than those observed in 6D object pose estimation bench-
marks, typically with much smaller occlusions, as shown in
Fig. 1(a). Because of these smaller occlusions, standard de-
tection methods make the assumption that the regions in the
center of the ground-truth bounding boxes depict the object
of interest, and thus focus on learning to predict the bound-
ing box parameters from samples drawn from these regions
only. However, as shown in Fig. 2, this is ill-suited to 6D
pose estimation in cluttered scenes, where the center of the
objects is often occluded by other objects or scene elements.
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(a) Baseline strategy (b) Our strategy (c) Detection results

Figure 2. Detecting rigid objects in cluttered scenes. (a)
The standard strategy [50] chooses positive samples (green cells)
around the object center, thus suffering from occlusions. (b) In-
stead, we propose to use a visibility-guided sampling strategy to
discard the occluded regions and encourage the network to be su-
pervised by all visible parts. The sampling probability is depicted
by different shades of green. (c) Our method (green boxes) yields
more accurate detections than the standard strategy (red boxes).

To handle this, we propose a detection approach that
leverages the property that the target objects in 6D pose es-
timation are rigid. For such objects, any visible parts can
provide a reliable estimate of the complete bounding box.
We therefore argue that, in contrast with the center-based
sampling used by standard object detectors, any, and only
feature vectors extracted from the visible parts should be
potential candidates of positive samples during training.

In principle, modeling the visibility could be achieved
by annotating segmentation masks for all objects. This pro-
cess, however, is cumbersome, particularly in the presence
of occlusions by scene elements, and would limit the scal-
ability of the approach. Instead, we therefore propose to
compute a probability of visibility based on a minimum
barrier distance between any pixel in a bounding box and
the box boundary. We then use this probability to guide
the sampling of candidates during training, thus discard-
ing the occluded regions and encouraging the network to
be supervised by all visible parts. Furthermore, to leverage
the reliability of local predictions from most visible parts
during inference, we collect all candidate local predictions
above a confidence threshold, and combine them by a sim-
ple weighted average, yielding more robust detections.

We demonstrate the effectiveness of our method on seven
challenging 6D object pose estimation datasets, on which
we consistently and significantly outperform all detection
baselines. Furthermore, combined with a 6D pose regres-
sion network, our approach yields state-of-the-art object
pose results.

2. Related Work

Object pose estimation, whose goal is to estimate the 3D
rotation and 3D translation of a target object with respect to

the camera, nowadays typically involves a pose regression
network to establish 3D-to-2D correspondences [12,15–17,
19, 20, 33]. These correspondences then act as input to a
perspective-n-points solver (PnP) [24] to compute the final
6D object pose. The current state-of-the-art methods [2,5,9,
23,26,32,40,42,46] virtually all use a 2D object detector to
allow the following pose regression networks to focus on a
region of interest (RoI), thus yielding more accurate poses.

While this is effective when detection is successful, the
pose accuracy deteriorates significantly in case of missing
or inaccurate detections. In particular, 6D pose estimation
frameworks typically use standard object detectors that, as
shown in Figs. 1 and 2, often fail in cluttered scenes such
as those of standard 6D pose estimation benchmarks as they
were not designed to handle such situations. To handle this,
we propose a rigidity-aware detection method that leverages
the target properties. As shown by our results, it yields sig-
nificant better RoIs for 6D object pose estimation.
Object detection, whose goal is to extract accurate 2D
bounding boxes for all objects in a scene, has been widely
studied in 2D computer vision. Existing methods follow
one of two main strategies: two-stage or one-stage detec-
tion. Two-stage detectors first employ a region proposal net-
work [10, 37] to generate bounding box candidates, which
are then processed by a classification and refinement net-
work to remove false positives and adjust the bounding
boxes position and size [3, 10, 37]. Although this strategy
is accurate in general, it is costly and inefficient in practice.

One-stage detectors tackle this by replacing the region
proposal network with a pre-defined set of anchors at every
spatial location in the encoder’s final feature map [28, 34,
43]. Unfortunately, this suffers from the presence of many
negative samples among the anchors. While this can be ad-
dressed to some degree by FocalLoss [27, 28], early single-
stage detectors did not reach the accuracy of two-stage ones.

This was addressed in [50] via a simple yet effective
strategy to sample positive candidates in a one-stage detec-
tor. Most recent detection methods follow similar strate-
gies [8, 22, 31, 35, 36, 44, 51], and now achieve better accu-
racy than two-stage methods while being more efficient.

Nevertheless, while these methods work well on stan-
dard object detection benchmarks, they suffer from the
heavy occlusions present in 6D pose estimation ones. Here,
we therefore propose a new strategy dedicated to detecting
rigid objects, and show that it outperforms standard detec-
tors by a large margin in the context of 6D pose estimation.

3. Approach
Given an RGB image depicting rigid objects, our goal is

to estimate the 2D bounding box of each potential target for
the subsequent pose regression network. To address this, we
propose to leverage the fact that, in the context of 6D object
pose estimation, we observe rigid targets. In this section,
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Figure 3. Overview of our detection approach. We use a gen-
eral Feature Pyramid Network (FPN) as our backbone. We first
compute a probability of visibility for every local area within the
bounding box, which we use to guide the sampling of positive cells
during training, without any mask annotations. Finally, during in-
ference, we combine all the local candidate predictions to obtain a
more robust final result.

we first briefly review the problem of positive sampling in
object detection and analyze the influence of the objects’
rigidity in 6D object pose scenarios. We then explain how
we compute object foreground probabilities without having
access to ground-truth masks, and introduce a positive sam-
pling strategy based on these probabilities. Finally, we pro-
pose a box fusion strategy to improve detection robustness.
Fig. 3 provides an overview of our detection approach.

3.1. Analysis of Rigidity in Detection

Modern single-stage object detectors [22, 28, 43, 50, 51]
rely on a Feature Pyramid Network (FPN) [27] that out-
puts scale-rich feature maps. Each feature vector is taken
as a training sample and further processed by a classifica-
tion branch and a regression branch. Training the detector
thus first requires defining positive and negative samples for
each annotated object instance. The positive samples are
then encouraged to be classified as the instance’s category,
whereas the negative samples should be predicted as back-
ground. Furthermore, the positive samples should regress
the instance’s bounding box parameters. Since during train-
ing a single instance is associated with multiple positive
samples, at inference multiple samples will be activated for
a potential target. Most methods then use the standard Non-
Maximum Suppression (NMS) as a post-processing stage to
obtain the final result.

Key to the success of this general framework is the selec-
tion of positive samples during training. The standard ap-
proach to sampling positive features during training consists
of assuming that the regions in the center of the ground-
truth bounding boxes depict the object. However, in the
context of 6D pose estimation, this center assumption is of-
ten violated because of the large occlusions that occur in
cluttered scenes. More importantly, it does not account for
the fact that, for rigid target objects, all visible object parts
can provide a reliable prediction of the entire bounding box.

To evidence this, we train the same FPN network
with different sampling strategies on the general COCO
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Figure 4. Analysis of rigidity in detection. We show the
testing accuracy of different sampling strategies w.r.t. different
local predictions during training on the typical general object
dataset (COCO [29]) and on the typical 6D object pose dataset
(YCB [48]). We report the results of FCOSv2 [44] (Center),
ATSS [50] (Center+), and a strategy exploiting all the candidates
in the ground-truth mask (Visible). The horizontal axis represents
the normalized distance of a local prediction to the box center. Al-
though the accuracy of different strategies is similar on COCO, the
visibility-guided sampling is much more accurate on YCB, even
when the local predictions come from non-center areas, thanks to
the rigidity of the target objects.

dataset [29] and on the typical 6D object pose YCB [48]
dataset, respectively. We first evaluate two baseline strate-
gies, consisting of sampling a fixed number of positive cells
from the center region in the ground-truth bounding box
(FCOSv2 [44]), and of an adaptive center-based sampling
strategy across all pyramid feature levels (ATSS [50]). Fur-
thermore, we evaluate a sampling strategy that randomly
chooses 10 positive cells within the ground-truth object
mask.

Fig. 4 depicts the average test accuracy of different lo-
cal predictions obtained with these sampling strategies as a
function of the distance of the prediction to the true bound-
ing box center. On the general COCO dataset, the accuracy
deteriorates as the distance increases regardless of which
sampling strategies was used during training. This comes
from the diversity of the object types in COCO, which in-
cludes many non-rigid objects and a wide variety of in-
stances with the same object type, making the object center
a more reliable predictor of the bounding box. On YCB, the
accuracy of the centered-based strategies also deteriorates
quickly as the distance increases, since most non-center
area were not involved during training. However, thanks to
the rigidity of the YCB targets, the visibility-guided strat-
egy yields more accurate local predictions, even for those
that are farther away from the center area.

3.2. Visibility-Guided Sampling

The strategy used in the previous experiment relies on
the ground-truth object mask during training. However,
such masks are typically not available and expensive to ob-
tain, particularly in the presence of occlusions with scene el-
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(a) Initial seeds (b) Seeds growing (c) Distance map

Figure 5. Visibility modeling without mask annotation. (a) We
first place a set of seeds on the bounding box boundaries, (b) then
compute a minimum barrier distance between every pixel within
the box and the seeds, (c) obtaining a distance map from which we
build a probability of visibility for every local object part.

ements. To avoid requiring such masks, we compute an ap-
proximate measure of visibility for each pixel in the ground-
truth object bounding box.

To this end, let I ∈ RH×W×3 be an image patch ob-
tained by cropping a ground-truth object bounding box. We
then create a seed set S = {s1, · · · , sm} of 2D positions
in the image patch by uniformly sampling the patch bound-
ary with a fixed step size [47, 49]. Our method then builds
on the intuition that these seeds will typically not belong to
the target object. Therefore, the visible object pixels should
significantly differ from the seeds, which we encode using
an online distance transform.

Specifically, we compute the distance from each pixel
within the patch to its nearest seed. For a pixel p and with
a generic distance metric, i.e., without assuming the use of
the Euclidean distance, this can be expressed as

D(p) = min
s∈S

D(p, s) , (1)

where D(p, s) encodes the distance between pixel p and
seed s. Such a distance can in general be expressed as

D(p, s) = min
τ∈

∏
{p,s}

H(τ), (2)

where τ is a path connecting pixel p and seed s, H(τ) is the
cost of path τ , and

∏
{p,s} is the set containing all possible

paths connecting p and s.
Here, we define the cost H(τ) as the minimum barrier

distance [18, 41], i.e.,

H(τ) = B(I, τ) + α · d(τ0, τ1), (3)

where τ0 and τ1 are the path’s starting and ending point, re-
spectively, d(τ0, τ1) is the Euclidean distance between these
two points, and

B(I, τ) = 3
max
i=1

(
1

max
t=0

Ii(τt)−
1

min
t=0

Ii(τt)), (4)

with Ii(τt) the intensity of the ith channel at a pixel τt
along the path. We set the balance factor α = 0.1 in our

experiments, which makes the distance rely mainly on the
difference between the maximum and minimum pixel value
along the path, thus improving the robustness to different
illumination conditions [41].

The resulting distance can be computed efficiently using
a fast minimum-barrier-distance solver [18], which lets us
generate the corresponding distance transform map D(p).
Fig. 5 illustrates the procedure discussed above, showing
that it correctly reflects the object visibility.

In essence, our distance maps provide us with soft visi-
bility masks for the target objects. We then use these soft
masks to sample positive cells in a single-stage detection
framework, as discussed in Section 3.1.

To this end, for every cell c in every feature map ex-
tracted by the FPN module, we compute a visibility score
that c belongs to the object as

V(c) = D̄(c)

maxf∈F D̄(f)
, (5)

where D̄(c) averages the distance map values of all the pix-
els encompassed by cell c, and F is the set of all cells in the
feature map of interest. We then only consider the cells such
that V(c) > T as candidate positives, and use T = 0.25 in
our experiments.

Note, however, that using all the cells with V(c) > T as
positives would result in training being dominated by larger
objects. To prevent this, we randomly select k = 10 cells
for each object instance according to V(c). For the instances
containing less than k foreground cells, we randomly sam-
ple existing ones multiple times to nonetheless obtain k pos-
itive samples. We then discard the cells not chosen as pos-
itive samples yet still having a visibility score larger than
the threshold T from the classification and box regression
process, to avoid providing the network with potentially in-
consistent supervision signal.

3.3. Fusion During Inference

As discussed in Section 3.1, during inference, each ob-
ject instance typically receives multiple box predictions.
On the general COCO dataset, Non-Maximum Suppres-
sion [43,44,50] is typically the method of choice to select a
single box, choosing the candidate with the maximum con-
fidence within a local area. This strategy builds on the as-
sumption that only a small region within the box, typically
near the box center, can provide a prediction with high pre-
cision, as shown in Fig. 4(a). In the 6D pose estimation set-
ting, however, all visible parts can provide almost equally-
accurate predictions, thanks to the rigidity of the targets, as
shown in Fig. 4(b).

We therefore propose to combine all the candidate boxes
in a neighborhood to obtain a more accurate result. To
this end, we let the feature cells predict an additional confi-
dence value, representing how precise the predicted box is.
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Method LM-O T-LESS TUD-L IC-BIN ITODD HB YCB Avg.

Ours 67.5 79.8 86.6 63.8 48.6 73.5 85.0 72.1
FCOSv2 [44] 57.0 75.0 86.0 27.2 30.4 60.4 80.0 66.7
Mask R-CNN [10] 56.6 69.3 82.6 40.1 36.5 63.5 74.5 60.5

Table 1. Detection comparison on different 6D object datasets. Our method achieves much better accuracy than the baseline methods
on these BOP datasets, demonstrating the effectiveness of our approach at detecting rigid objects in cluttered 6D pose estimation scenarios.
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Figure 6. Robustness of different strategies. The left and right
parts of (a) and (b) show the sampling strategy during training
and all the valid local predictions before fusion during inference,
respectively. The standard center-based sampling strategy suffers
from occlusions, as evidenced by the lack of valid predictions for
the upper box. Additionally, it generates candidate predictions
with large differences in confidence values (as shown by the color
difference for the lower box). By contrast, our strategy is robust to
occlusions and yields more candidate predictions with high confi-
dence, which can be combined to obtain better results.

We then cluster the different local predictions that have the
same local maximum and assign them to the same object
instance. This strategy is similar to the NMS one, but with-
out any candidate suppression. We then compute a simple
weighted sum to combine all the candidate local predictions
within the same cluster, with weights based on the predicted
confidence values. Fig. 6 demonstrates the advantages of
this strategy.

3.4. Implementation Details

As mentioned above, we use the same FPN architecture
as most state-of-the-art single-stage frameworks [22,44,50,
51]. We define the confidence value as the IOU between the
predicted box and the ground-truth one. We then train our
model with a combined loss function

L = Lcls(θ, g) + Lreg(θ, g) + Lconf (θ, g), (6)

where θ denotes the model parameters and g encodes the
ground-truth boxes. Lcls is the focal loss for classification,
Lreg is the box regression loss, and Lconf is the binary
cross entropy between the predicted IOU and the ground-
truth IOU for confidence prediction. We use GIOU [38]
loss for Lreg in our implementation.

During training, we first assign every instance to one
pyramid level on FPN according to the object size, simi-

larly to [43]. We then compute our distance map on the fly
within the annotated bounding box and use it to guide the
positive sampling as discussed above. During inference, we
use a threshold of 0.05 based on the classification score to
remove most of the noise from the background before the
clustering and fusing the boxes as discussed in Section 3.3.

4. Experiments

In this section, we systematically study our detection
method in 6D object pose estimation scenarios. We first
compare its detection performance with other detection
baselines in Section 4.1, and then examine its effect when
used as bounding box initialization for different pose regres-
sion networks in Section 4.2. Our source code is available
at https://github.com/YangHai-1218/RADet.
Experimental settings. We evaluate our method on seven
core datasets from the BOP benchmarks [14], includ-
ing LM-O [1], T-LESS [13], TUD-L [14], IC-BIN [6],
ITODD [7], HB [21], and YCB [48], which are standard
benchmarks for 6D object pose estimation. Most of the
datasets have both real images and synthetic ones gener-
ated by physically based rendering (PBR) [4] for training,
and another split of real images for testing. We use mixed
data for training by default. However, for LM-O, IC-BIN,
ITODD, and HB, we have only 50k synthetic images for
training. As such, we train models only on synthetic im-
ages on these datasets.

For a fair comparison with other detection methods,
we use the same training setting for both our method and
all the competitors unless otherwise stated. We use a
ResNet-50 backbone [11] with pre-trained weights from
ImageNet [39], a batch size of 16, and an input image res-
olution fixed at 640×480. We train all the models with the
SGD optimizer for 90k iterations, using an initial learning
rate of 0.01 with a decay ratio of 0.1 after 60k and 80k iter-
ations, respectively.
Evaluation metrics. We report numbers in the standard
metric AP for detection results [28, 43, 50], which is the
average value of different AP values obtained with an IOU
threshold between the ground truth box and the predicted
one ranging from 0.5 to 0.95. For a detailed study, we also
report AP50 and AP75, which use an IOU threshold of 0.5
and 0.75, respectively.
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Method AP AP50 AP75

Ours 85.0 99.4 97.4
PAA [22] 83.5 98.3 93.2
AutoAssign [51] 83.3 98.1 91.7
ATSS [50] 82.8 98.0 91.4
FCOSv2 [44] 80.0 98.6 89.1
Faster R-CNN [37] 73.7 92.5 83.3

Table 2. Detection comparison on YCB. Our method consis-
tently outperforms other methods, especially in terms of AP75.
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Figure 7. Performance w.r.t. different occlusion ratios. Our
method is much more robust to occlusions than the baselines.

Method AP AP50 AP75

Center† 80.0 98.6 89.1
Center 80.2 98.6 89.5
Ours† 84.2 99.3 96.2
Ours 85.0 99.4 97.4
Oracle† 84.8 99.6 97.2
Oracle 85.7 99.6 97.9

Table 3. Ablation study of different strategies on YCB. We
compare the center-based and the proposed visibility-guided sam-
pling strategies used with standard NMS (denoted by †) or with
our fusion strategy. Our method is more accurate than the base-
line strategies and performs on par with the oracle one that relies
on guided sampling from the ground-truth mask. Here, “Center†”
corresponds to the strategy of FCOSv2 [44].

For 6D pose estimation, we report the three stan-
dard metrics used in the BOP benchmarks, including
the Visible Surface Discrepancy (VSD), the Maximum
Symmetry-aware Surface Distance (MSSD), and the Max-
imum Symmetry-aware Projection Distance (MSPD) [14].
In essence, these metrics differ in the strategies they use to
measure the distance between the ground-truth pose and the
estimated one. We refer the readers to [14] for their de-
tailed definitions. We report the average numbers of these
three metrics in some of our evaluations to save space, and
encourage the reader to check the appendix for the detailed
numbers of each metric.

T AP AP50 AP75 α AP AP50 AP75

0.1 84.1 98.5 96.0 0 83.9 98.8 94.3
0.2 84.7 99.3 96.8 0.1 85.0 99.4 97.4

0.25 85.0 99.4 97.4 0.2 84.2 99.2 95.9
0.3 84.9 99.4 97.0 0.3 83.1 98.8 93.2
0.4 84.0 98.6 96.6 0.4 81.2 98.0 90.8

Table 4. Ablation study of different hyper-parameters on YCB.

4.1. Object Detection

Comparison with the baselines. We compare our method
with the baseline single-stage method FCOSv2 [44] and a
typical two-stage method, Mask R-CNN [10]. As shown in
Table 1, our method outperforms them by a large margin on
all datasets from the BOP benchmarks, demonstrating the
effectiveness of our approach at detecting rigid objects in
cluttered 6D pose estimation scenarios.
Comparison with the state of the art on YCB. We com-
pare our method with the state-of-the-art detection meth-
ods, including AutoAssign [51] and PAA [22], on the YCB
dataset. Table 2 summarizes the results, showing that our
method consistently outperforms the state-of-the-art ones,
especially in terms of AP75.
Performance under occlusions. Occlusion is a common
problem in most BOP benchmarks. We study the impact of
different occlusion levels on different detectors. We com-
pare our method with FCOSv2 [44] and ATSS [50] on both
YCB and LM-O, and compute the average accuracy of the
results with respect to the targets’ occlusion ratio. The re-
sults are summarized in Fig. 7. Although ATSS improves
the center-based sampling of FCOS by its adaptive assign-
ment strategy across multiple pyramid levels, it remains
sensitive to occlusions, as illustrated by the quick deteri-
oration of accuracy with the increasing of occlusion ratio.
By contrast, our method is much more robust.
Ablation study on YCB. We compare NMS and our fusion
strategy on a model trained either with the centered-based
strategy or the proposed visibility-guided one. As shown in
Table 3, with the same NMS post-processing, our sampling
strategy already outperforms the center-based baseline by
4.2 points. This confirms the importance of involving all
the visible object parts during training, leveraging the rigid-
ity of the targets. Furthermore, both sampling strategies
benefit from our fusion method discussed in Section 3.3.
However, it only increases the performance of the center-
based one by 0.2 points, which highlights the drawback of
not using non-center areas during training, making the fu-
sion during inference less effective. By contrast, our fusion
method increases the performance of our sampling strategy
by 0.8 points, making it perform on par with the oracle that
uses the ground-truth mask to guide sampling.

Furthermore, we evaluate the performance of our method
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Method Real Data LM-O∗ T-LESS TUD-L IC-BIN∗ ITODD∗ HB∗ YCB Avg.

PFA+Ours RGB 0.715 0.719 0.733 0.600 0.353 0.840 0.648 0.658
PFA [15] RGB 0.674 - - - - - 0.614 -
SurfEmb [9] RGB 0.663 0.735 0.715 0.588 0.413 0.791 0.647 0.650
CosyPose [23] RGB 0.633 0.640 0.685 0.473 0.216 0.656 0.574 0.570
CDPNv2 [26] RGB 0.624 0.407 0.588 0.226 0.067 0.722 0.390 0.472

PFA+Ours ✓ RGB 0.715 0.778 0.839 0.600 0.353 0.840 0.806 0.704
PFA [15] ✓ RGB 0.674 - - - - - 0.748 -
SurfEmb [9] ✓ RGB 0.663 0.770 0.805 0.588 0.413 0.791 0.711 0.677
CosyPose [23] ✓ RGB 0.633 0.728 0.823 0.583 0.216 0.656 0.821 0.637
CDPNv2 [26] ✓ RGB 0.624 0.478 0.772 0.473 0.067 0.722 0.532 0.529

PFA+Ours RGBD 0.797 0.801 0.894 0.676 0.460 0.869 0.826 0.762
PFA [15] RGBD 0.751 - - - - - 0.804 -
SurfEmb [9] RGBD 0.760 0.828 0.854 0.659 0.538 0.866 0.799 0.758
CDPNv2+ICP [26] RGBD 0.630 0.435 0.791 0.450 0.186 0.712 0.532 0.534

PFA+Ours ✓ RGBD 0.797 0.850 0.960 0.676 0.460 0.869 0.888 0.787
PFA [15] ✓ RGBD 0.751 - - - - - 0.823 -
SurfEmb [9] ✓ RGBD 0.760 0.833 0.933 0.659 0.538 0.866 0.824 0.773
CIR [30] ✓ RGBD 0.734 0.776 0.968 0.676 0.381 0.757 0.893 0.741
CosyPose+ICP [23] ✓ RGBD 0.714 0.701 0.939 0.647 0.313 0.712 0.861 0.698
CDPNv2+ICP [26] ✓ RGBD 0.630 0.464 0.913 0.450 0.186 0.712 0.619 0.568

Table 5. Comparison against the state of the art on 6D pose estimation. Our detection method improves the original PFA-Pose by a
large margin, and yields state-of-the-art results with either only synthetic or mixed data in both the RGB and RGBD settings. Note that
LM-O, IC-BIN, ITODD, and HB provide only the synthetic PBR images for training, so the numbers “w/o Real” and “w/ Real” are the
same on those datasets, indicated by “∗”. Here we report the results as the average of MSPD, MSSD, and VSD.

Method Avg. MSPD MSSD VSD

WDR + Ours 0.605 0.694 0.598 0.522
WDR + RCNN 0.587 0.673 0.580 0.508
WDR + FCOSv2 0.585 0.671 0.578 0.506

CDPNv2 + Ours 0.412 0.534 0.428 0.275
CDPNv2 + FCOSv2 0.402 0.523 0.416 0.268
CDPNv2 + RCNN 0.388 0.506 0.401 0.258

Table 6. Effect on different pose regression networks. Our de-
tection method consistently improves the results of different pose
regression frameworks, including WDR [19] and CDPNv2 [26].
Here we denote Mask R-CNN [10] as “RCNN’.

with different T and α, where T is the threshold to filter out
easy negative cells before sampling positive ones, and α is
the weight balancing the Euclidean distance and the mini-
mum barrier distance in Eq. 3. We use the default settings
of T = 0.25 and α = 0.1, and vary only one parameter at
a time. As shown in Table 4, the results are stable when T
is set between 0.2 and 0.3, and we use the best value 0.25
found on YCB for all our experiments. Following [18], we
use the default value 0.1 for α, which is further supported
by our results with different α values.

Runtime analysis. We conduct all our experiments on a
workstation with an NVIDIA RTX-3090 GPU and an Intel-
Xeon CPU with 12 2.1GHz cores. Our method shares
the same network architecture as most single-stage meth-
ods [22, 44, 50, 51] and the running time of our simple fu-
sion strategy is negligible. As such, all methods have a sim-
ilar inference speed of about 32.4 images per second on the
YCB dataset with an average of 4.8 instances in each im-
age. The main difference comes from the training time,
since different methods rely on different sampling strate-
gies. Our method has a throughput of about 18.7 images
per second during training, which is slightly slower than
FCOSv2 (22.3) and ATSS (21.6), but faster than PAA (16.6)
and AutoAssign (15.7).

4.2. Object Pose Estimation

Comparison with the state of the art. To demonstrate the
effectiveness of our detection method in 6D object pose es-
timation, we combine it with a recent pose regression net-
work, PFA-Pose [15], and compare the pose results with
other methods. We test our method with PFA-Pose in dif-
ferent settings, including training only on synthetic PBR
or with mixed real images. Additionally, we evaluate our
method when PFA-Pose uses a simple depth refinement
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Figure 8. Visualization of detection and pose results. The first and second rows show the detection results of the baseline FCOS [43]
and our method on different datasets (LM-O, T-LESS, IC-BIN, and YCB), respectively. Although the baseline works almost equally well
in simple cases, such as targets without occlusions, it deteriorates significantly for targets in cluttered scenes, and generate many more
false positives. By contrast, our detection method is robust, and produces accurate pose estimates after using a subsequent pose regression
network (PFA [15]), as shown in the last row.

strategy based on RANSAC-Kabsch [20,40] to consume ad-
ditional depth images. The original PFA-Pose cannot han-
dle multiple instances from the same class, making it inap-
plicable to some datasets. So we only reproduce its results
on LM-O and YCB. Table 5 summarizes the results, show-
ing that our detection method improves the original PFA-
Pose by a large margin, obtaining state-of-the-art pose es-
timation results with either only synthetic or mixed data in
both the RGB and RGBD settings. Fig. 8 visualizes some
results.
Evaluation with different pose regression networks. In
principle, our detection method can be used with most pose
regression frameworks as a first component to extract the
object’s bounding box before pose regression. To demon-
strate its generalization ability, we test our detection method
on YCB with two other typical pose regression networks,
WDR-Pose [19] and CDPNv2 [26]. Table 6 provides the
results, evidencing that our detection method consistently
improves the pose results.

5. Conclusion

We have proposed a visibility-guided sampling strategy
for training a deep network to detect rigid objects in clut-

tered scenes.We first analyzed the influence of the rigidity
of the targets in the 6D object pose estimation scenarios and
studied the weaknesses of general detection methods in this
setting. Based on the observation that detecting rigid ob-
jects should allow us to rely on all visible object parts and
that each part should already provide a reliable prediction of
the whole bounding box, we have proposed to build a vis-
ibility map to guide the positive sampling during training
and combine multiple local predictions during inference to
obtain the final robust result. We have demonstrated the ef-
fectiveness of our method on the challenging datasets from
the BOP benchmarks. It achieves much better detection
results than general methods and produces state-of-the-art
pose results when combined with pose regression networks.

In the future, we will seek to use learning-based strate-
gies to model the visibility of object parts without mask an-
notations, and investigate better fusion strategies to obtain
robust detection results from local predictions.
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