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Abstract

In order to deal with the sparse and unstructured raw
point clouds, most LiDAR based 3D object detection re-
search focuses on designing dedicated local point aggre-
gators for fine-grained geometrical modeling. In this pa-
per, we revisit the local point aggregators from the perspec-
tive of allocating computational resources. We find that the
simplest pillar based models perform surprisingly well con-
sidering both accuracy and latency. Additionally, we show
that minimal adaptions from the success of 2D object detec-
tion, such as enlarging receptive field, significantly boost
the performance. Extensive experiments reveal that our pil-
lar based networks with modernized designs in terms of ar-
chitecture and training render the state-of-the-art perfor-
mance on two popular benchmarks: Waymo Open Dataset
and nuScenes. Our results challenge the common intuition
that detailed geometry modeling is essential to achieve high
performance for 3D object detection.

1. Introduction
3D object detection in LiDAR point clouds is an essential

task in an autonomous driving system, as it provides crucial
information for subsequent onboard modules, ranging from
perception [24, 25], prediction [27, 42] to planning [2, 23].
There have been extensive research efforts on developing
sophisticated networks that are specifically designed to cope
with point clouds in this field [14, 32, 33, 43, 47].

Due to the sparse and irregular nature of point clouds,
most existing works adopt the grid based methods, which
convert point clouds into regular grids, such as pillar [14],
voxel [47] and range view [26], such that regular operators
can be applied. However, it is a common belief that the grid
based methods (especially for pillar) inevitably introduce
information loss, leading to inferior results, in particular for
small objects (e.g., pedestrians). Recent research [33] pro-
poses the hybrid design for fine-grained geometrical mod-
eling to combine the point and gird based representations.
We name all the above operators as local point aggregators
because they aim to aggregate point features in a certain
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Figure 1. Overview of pillar, voxel and multi-view fusion (MVF)
based 3D object detection networks under different GFLOPs. The
Pillar/Voxel+ denote the corresponding models, which are trained
with an enhanced strategy. We report the L2 BEV and 3D APH of
vehicle on the validation set of Waymo Open Dataset.

neighborhood. We observe that the current mainstream of
3D object detection is to develop more specific operators
for point clouds, while leaving the network architectures al-
most unexplored. Most existing works are still built upon
the very original architectures of SECOND [44] or Point-
Pillars [14], which lacks of modernized designs.

Meanwhile, in a closely related area, 2D object detec-
tion in images has achieved remarkable progress in both
accuracy and efficiency, which can be largely attributed
to the advances in network architectures. Among them,
the powerful backbones (e.g., ResNet [12], ViT [10] and
Swin Transformers [20]) as well as the effective necks (e.g.,
FPN [17], BiFPN [40] and YOLOF [6]) are in particular no-
table. Therefore, the research focus of 2D object detection
is largely different from that of 3D object detection.

In light of the aforementioned observations, we rethink
what should be the focus for 3D object detection in LiDAR
point clouds. Specifically, we revisit the two fundamental
issues in designing a 3D object detection model: the local
point aggregator and the network architecture.

First, we compare local point aggregators from a new
perspective, i.e., the computational budget. A fine-grained
aggregator usually demands more extensive computing re-
sources than the coarse one. For instance, the voxel based
aggregator employs 3D convolutions, which require more
network parameters and run much slower than 2D convo-
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lutions. This raises a question of how to effectively allo-
cate the computational budget or network capacity. Should
we spend the resources on fine-grained structures or assign
them to coarse grids? Surprisingly, as shown in Figure 1,
when training with an enhanced strategy and under a com-
parable budget, a simple pillar based model can achieve su-
perior or on par performance with the voxel based model,
even for small objects such as pedestrians, while signifi-
cantly outperform the multi-view fusion based model. This
challenges the actual performance gain and the necessity of
fine-grained local 3D structures. Our finding is also con-
sistent with the recent works [19, 31] in general point cloud
analysis, demonstrating that different local point aggrega-
tors perform similarly under strong networks.

Second, for the network architecture, we do not aim to
propose any domain specific designs for point clouds, in-
stead, we make minimal adaptations from the success of
2D object detection and show that they already outperform
most of the existing methods with specific designs for point
clouds. One key finding is that enlarging receptive field
properly brings significant improvement. Unlike previous
works [32, 47] that rely on multi-scale feature fusion, we
show that a single scale at the final stage with sufficient re-
ceptive field obtains better performance. Such promising
results suggest that 3D object detection can inherit the suc-
cessful practices well developed in 2D domain.

Levaraging on the findings above, we propose a pillar
based network, dubbed as PillarNeXt, which leads to the
state-of-the-art results on two popular benchmarks [3, 36].
Our approach is simple yet effective, and enjoys strong scal-
ability and generalizability. We develop a series of networks
with different trade-offs between accuracy and latency by
tuning the number of network parameters, which can be
used for both on-board [14] and off-board [30] applications
in autonomous driving.

Our main contributions can be summarized as follows.
(1) To our knowledge, this is the first work that compares
different local point aggregators (pillar, voxel and multi-
view fusion) from the perspective of computational bud-
get allocation. Our findings challenge the common belief
by showing that pillar can achieve comparable 3D mAP
and better bird’s eye view (BEV) mAP compared to voxel,
and substantially outperform multi-view fusion in both 3D
and BEV mAP. (2) Inspired by the success of 2D object
detection, we find that enlarging receptive field is crucial
for 3D object detection. With minimal adaptions, our de-
tectors outperform existing methods with sophisticated de-
signs for point clouds. (3) Our networks with appropriate
training achieve superior results on two large-scale bench-
marks. We hope our models and related findings can serve
as a strong and scalable baseline for future research in this
community. Our code and model will be made available at
https://github.com/qcraftai/pillarnext.

2. Related Work
LiDAR based 3D Object Detection. Existing methods can
be roughly categorized into point, grid and hybrid based
representations, according to the local point aggregators. As
a point based method, PointRCNN [34] generates proposals
using [29] and then refines each proposal by RoI pooling.
However, conducting neighboring point aggregation in such
methods is extremely expensive, so they are not feasible
to handle large-scale point clouds in autonomous driving.
On the other hand, the grid based methods discretize point
clouds into structured grids, where 2D or 3D convolutions
can be applied. In [47] VoxelNet partitions a 3D space into
voxels and aggregates point features inside each voxel, then
dense 3D convolutions are used for context modeling. SEC-
OND [44] improves the efficiency by introducing sparse 3D
convolutions. PointPillars [14] organizes point clouds as
vertical columns and adopts 2D convolutions. Another grid
based representation is the range view [26] that can be also
efficiently processed by 2D convolutions. The multi-view
fusion methods [43, 46] take advantage of both pillar/voxel
and range view based representations.

In spite of efficiency, it is commonly and intuitively be-
lieved that the grid based methods induce fine-grained infor-
mation loss. Therefore, the hybrid methods are proposed to
incorporate point features into grid representations [21,33].
In this work, we instead focus on the basic network architec-
ture and associated training, and show that the fine-grained
local geometrical modeling is overestimated.
Feature Fusion and Receptive Field. The multi-scale fea-
ture fusion starts from feature pyramid network (FPN) [17]
that aggregates hierarchical features in a top-down manner.
It is widely used in 2D object detection to combine high-
level semantics with low-level spatial cues. In [18], PANet
further points out the bottom-up fusion is also important.
Both of them perform fusion by adding up feature maps di-
rectly. BiFPN [40] shows that features from different scales
contribute unequally, and adopts learnable weights to adjust
the importance. As an interrelated factor of feature fusion,
receptive field is also broadly studied and verified in 2D de-
tection and segmentation. In [4], the atrous spatial pyramid
pooling (ASPP) is proposed to sample features with multi-
ple effective receptive fields. TridentNet [16] applies three
convolutions with different dilation factors to make recep-
tive field range to match with object scale range. A similar
strategy is also introduced in YOLOF [6] that employs a di-
lated residual block for enlarging receptive field and mean-
while keeping original receptive field.

Although these techniques regarding feature fusion and
receptive field have been extensively adopted in 2D domain,
they are hardly discussed in 3D domain. Most previous
networks in this field still follow the architecture of Vox-
elNet [47]. In this work, we aim to integrate the up-to-date
designs into 3D object detection networks.
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Figure 2. A schematic overview of the network architecture of the proposed PillarNeXt. Our model takes raw point clouds as input and
relies on a simple pillar encoder, which consists of MLPs to convert point clouds into a pseudo image. We then apply ResNet-18 with
sparse convolutions as the backbone, and adopt ASPP based neck to enlarge receptive field. After that, we upsample the feature maps to
yield more detailed representations, and use the center based multi-group head to produce the detection output.

Model Scaling. This aspect has been well studied in image
domain, including classification, detection and segmenta-
tion tasks. It is observed that jointly increasing the depth,
width and resolution improves the accuracy. EfficientNet
in [39] proposes a compound scaling rule for classification,
and this rule is later on extended to object detection [9, 40].
It is a general consensus that the model capacity affects the
model performance. Therefore, the comparison of different
methods should be under the consideration of model capac-
ity in order to receive sound conclusions.

There is only one work [41] that studies model scaling in
3D object detection, to the best of our knowledge. It scales
the depth, width and resolution of SECOND [44] to find
the importance of each component. It however only focuses
on a single type of model, while we systematically com-
pare different local point aggregators under similar compu-
tational budgets across a wide range of model scales.

3. Network Architecture Overview
We focus on the grid based models due to the runtime

efficiency and proximity to 2D object detection. Typically,
a grid based network is composed of (i) a grid encoder to
convert raw point clouds into structured feature maps, (ii)
a backbone for general feature extraction, (iii) a neck for
multi-scale feature fusion, and (iv) a detection head for the
task-specific output. Existing works often couple all these
components together. In this section, we have them decou-
pled and review each part briefly.

3.1. Grid Encoder

A grid encoder is used to discretize point clouds into
structured grids, and then convert and aggregate the points
within each grid into the preliminary feature representation.
In this work, we target at the following three grid encoders.

• Pillar: A pillar based grid encoder arranges points in
vertical columns, and applies multilayer perceptrons
(MLPs) followed by max pooling to extract pillar fea-
tures, which are represented as a pseudo image [14].

• Voxel: Similar to pillar, the voxel based grid encoder
organizes points in voxels and obtains corresponding
features [47]. Compared with pillar, the voxel encoder
preserves details along the height dimension.

• Multi-View Fusion (MVF): A MVF based grid en-
coder combines the pillar/voxel and range view based
representations. Here we follow [43] to incorporate a
pillar encoder with a cylindrical view based encoder
that groups points in the cylindrical coordinates.

3.2. Backbone and Neck

A backbone performs further feature abstraction based
on the preliminary features extracted by the grid encoder.
For fair comparisons, we utilize ResNet-18 as the backbone,
since it is commonly used in the previous works [32,45,49].
Specifically, we make use of sparse 2D convolutions in the
backbone with the pillar or MVF based encoder, and sparse
3D convolutions in the backbone with the voxel based en-
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Model Channels #Params (M) FLOPs (G) Latency (ms) Vehicle Pedestrian
3D BEV 3D BEV

Pillar-T [32, 64, 128, 128] 1.65 70 52 62.03 82.26 67.63 75.76
MVF-T [32, 64, 128, 128] 3.44 78 137 59.16 81.33 64.10 73.42
Pillar-S [42, 84, 168, 168] 2.83 121 79 63.18 83.22 68.12 76.37
Voxel-S [12, 24, 48, 96] 1.53 121 169 64.67 82.45 69.10 76.25
MVF-S [44, 88, 176, 176] 6.38 148 186 61.06 82.51 65.15 74.24
Pillar-B [64, 128, 256, 256] 6.53 281 103 64.83 84.37 69.04 76.96
Voxel-B [16, 32, 64, 128] 2.71 215 186 65.91 83.26 70.18 77.18
MVF-B [68, 136, 272, 272] 15.02 353 291 62.15 83.22 62.12 75.00
Pillar-L [96, 192, 384, 384] 14.63 632 194 65.86 84.98 68.42 76.67
Voxel-L [28, 56, 112, 224] 8.27 660 299 67.35 84.17 70.47 77.44
MVF-L [96, 192, 384, 384] 29.67 704 390 63.32 83.79 66.87 75.34

Enhanced Versions
Pillar-B+ [64, 128, 256, 256] 6.53 281 103 71.37 88.13 73.93 80.28
Voxel-B+ [16, 32, 64, 128] 2.71 215 186 71.03 87.15 74.48 80.54
Pillar-L+ [96, 192, 384, 384] 14.63 632 194 71.28 88.28 72.92 79.59
Voxel-L+ [28, 56, 112, 224] 8.27 660 299 71.78 87.63 74.40 80.39

Table 1. Comparison of the pillar, voxel and MVF based networks with model scales from tiny, small, base to large. We report the L2 3D
and BEV APH on vehicle and pedestrian on the validation set of WOD. Groups 1 and 2 correspond to the regular and enhanced versions.

coder. A neck can be then utilized to aggregate features
from the backbone for enlarging receptive field and fusing
multi-scale context. However, it has not been well explored
for object detection in point clouds compared with images.
We aim to close this gap by integrating the advanced neck
designs from 2D object detection, such as BiFPN [40] us-
ing improved multi-level feature fusion or ASPP [4] using
convolutions with multiple dilated rates on a single feature
level, into the model architectures of 3D object detection.

3.3. Detection Head

In the pioneering works of SECOND [44] and PointPil-
lars [14], the anchor based detection head is employed to
pre-define the axis-aligned anchors at each location on the
input feature maps to head. CenterPoint [45] instead rep-
resents each object by its center point, and predicts a cen-
terness heatmap where the regression of bounding box is
realized at each center location. Due to its simplicity and
superior performance, we adopt the center based detection
head in all our networks. We show a set of simple modifi-
cations in head, such as feature upsampling, multi-grouping
and IoU branch, improve the performance notably.

4. Experiments
In this section, we start from introducing the experi-

mental setup including datasets and implementation details.
We then perform comprehensive network design studies on
each component in a 3D object detection model. In the end,
we present extensive comparisons with the state-of-the-art
methods on two popular benchmarks.

4.1. Experimental Setup

We conduct experiments on two large-scale autonomous
driving benchmarks: Waymo Open Dataset (WOD) [36]
and nuScenes [3]. WOD consists of 798 sequences (160K
frames) for training and 202 sequences (40K frames) for
validation, which are captured with 5 LiDARs at 10Hz. Fol-
lowing the official protocol, we use the average precision
(AP) and average precision weighted by heading (APH) as
the evaluation metrics. We break down the performance into
two difficulty levels, L1 and L2, where the former evalu-
ates objects with at least 5 points and the latter cover all
objects with at least one point. We set the IoU thresholds
for vehicle, pedestrian and cyclist to 0.7, 0.5 and 0.5. In
addition to 3D AP/APH, we also report the results under
BEV. nuScenes contains 1,000 scenes of roughly 20 sec-
onds each, captured by a 32-beam LiDAR at 20Hz. Anno-
tations are available on keyframes at 2Hz. We follow the
official evaluation metrics by averaging over 10 classes un-
der mean average precision (mAP) and nuScenes detection
score (NDS), which is a weighted average of mAP and ATE,
ASE, AOE, AVE and AAE measuring the translation, scale,
orientation, velocity and attribute related errors.

We implement our networks in PyTorch [28]. All models
are trained by using AdamW [22] as the optimizer and un-
der the one-cycle [35] learning rate schedule. As for WOD,
the detection range is set to [-76.8m, 76.8m] horizontally
and [-2m, 4m] vertically. Our pillar size is 0.075m in x/y-
axis (with 0.15m in z-axis for voxel based). For MVF based,
we keep the same pillar size and use [1.8◦, 0.2m] for yaw
and z-axis in the cylindrical view. We train each model for
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Method Vehicle L1 Vehicle L2 Pedestrian L1 Pedestrian L2
AP APH AP APH AP APH AP APH

Neck of PillarNet [32] 91.39 90.58 84.54 83.72 87.90 83.02 81.93 77.20
FPN [17] 92.17 91.35 85.96 85.13 87.88 82.91 82.05 77.23

BiFPN [40] 92.71 91.90 86.92 86.09 87.86 82.88 82.05 77.23
Plain 91.01 90.19 83.86 83.04 87.59 82.61 81.51 76.71

Dilated Block [6] 92.70 91.90 86.61 85.79 87.84 82.91 82.09 77.29
ASPP [4] 92.77 91.94 86.99 86.14 87.74 82.85 82.00 77.26

Table 2. Comparison of different neck modules integrated in our network. Groups 1 and 2 correspond to the multi-scale and sing-scale
necks, respectively. We report the L1 and L2 BEV AP and APH for vehicle and pedestrian on the validation set of WOD.
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Figure 3. Comparison of the learning behaviors between the pillar
and voxel based models. We report the L2 3D and BEV APH of
vehicle on the validation set on WOD.

12 epochs and take 3 frames as input unless otherwise spec-
ified. For inference, we use the non-maximum suppression
(NMS) thresholds of 0.7, 0.2 and 0.25 for vehicle, pedes-
trian and cyclist. As for nuScenes, we set detection range
to [-50.4m, 50.4m] horizontally and take 10 frames as input.
For inference, we use NMS threshold of 0.2 for all classes.
Other settings are the same as WOD. We report inference
latency on a single NVIDIA TITAN RTX GPU. More im-
plementation details can be found in Appendix.

4.2. Network Design Study

We perform extensive studies to analyze and understand
the contribution of each individual network design. We first
evaluate the impact of grid encoder, and demonstrate the
importance of neck module, then investigate the effect of
resolution, finally summarize the components one by one to
show the improvement roadmap.

4.2.1 Study of Grid Encoders

We begin with evaluating the three representative grid en-
coders as introduced in Section 3.1, i.e., pillar, voxel and
MVF. Although the three encoders have been proposed for

In Size Backbone ↓ Head ↑ Out Size Veh Ped Latency
0.3 1 1 0.3 65.0 67.2 255
0.075 8 1 0.6 62.8 66.6 131
0.075 8 2 0.3 64.8 69.0 173

Table 3. Comparison of different resolutions. We adopt the pillar
size (m) to represent the resolutions of input grids and output fea-
tures (consumed by head). We evaluate the overall downsampling
rate in backbone and the upsampling rate in head. We report the
L2 3D APH and latency (ms) on the validation set of WOD.

a long time, they have never been fairly compared under the
same network architecture and grid resolution. Here, we ex-
periment with a sparse ResNet-18 [32] as the backbone for
its effectiveness and efficiency. We scale the width of the
backbone and obtain a series of networks ranging from tiny,
small, base to large, namely Pillar/Voxel/MVF-T/S/B/L. Ta-
ble 1 lists the channel and parameter numbers, FLOPs, and
latency of each model. Note there is no Voxel-T as FLOPs
of voxel based models are much higher and the smallest one
starts from a similar computational cost as Pillar-S.

For the first part in Table 1, we compare the three grid
encoders with different model scales under the regular train-
ing schedule (i.e., 12 epochs), which is commonly adopted.
As can be seen in the table, under BEV APH, the pillar en-
coder performs favorably on vehicle and is comparable on
pedestrian, while with remarkably lower latency. This con-
clusion is further supported by the per-class comparison on
nuScenes in Table 8. Note pedestrians usually take only a
few pillars in the perspective of BEV, nevertheless, the pil-
lar encoder is sufficient to achieve superior or on-par per-
formance, including for small objects.

However, the pillar encoder still lacks behind under 3D
APH. To further study the reasons for this gap, we en-
hance the models by first extending the training sched-
ule to 36 epochs with an extra IoU regression loss [32],
and then incorporating an IoU score branch [13] in the
multi-group detection head (one for vehicle and the other
for pedestrian and cyclist, as illustrated in Figure 2). We
call the models trained under this enhanced strategy as Pil-
lar/Voxel+. As compared in the second part of Table 1, the
pillar models achieve comparable or even better results than
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Figure 4. Improvement by each individual component to illustrate
the performance boosting roadmap. We report L2 APH of vehicle
and pedestrian on the validation set of WOD.

the voxel models on vehicle under 3D APH, while running
much faster. We hypothesize that without explicit height
modeling, the pillar based networks require refined designs
such as longer training to be able to fully converge. This
challenges the common belief that the pillar encoder loses
height information, and suggests that the fine-grained local
geometrical modeling may not be necessary.

This counter-intuitive result motivates us to rethink how
to efficiently and effectively allocate the computational re-
sources for a 3D object detection network. The pillar based
models allocate resources only in the BEV space, while the
voxel and MVF based methods also spend computations
along the height dimension. When comparing these meth-
ods, previous works fail to take into account the computa-
tional budget. In our experiments, we show that under simi-
lar FLOPs, allocating computations to the height dimension
is not beneficial. We conclude that investing all FLOPs in
the BEV space is not only more efficient but also more ef-
fective, as shown in Figure 1 and Tables 1 and 8.

It also reveals that training matters. Most previous works
usually employ the regular or short training schedule for
comparison, which could result in different conclusions.
We demonstrate the learning behaviors of pillar and voxel
based networks in Figure 3. Interestingly, the pillar model is
found to converge faster than the voxel model in BEV APH.
While for 3D APH, the pillar model converges much slower
than the voxel model. However, this gap diminishes when
training continues for sufficient epochs. This indicates that
the performance gap in 3D APH between pillar and voxel
reported by the previous methods are partially caused by
their different convergence rates, instead of the more fine-
grained geometrical modeling in voxel.

4.2.2 Study of Neck Modules

In the previous study, we conclude that the different local
point aggregators may not be essential to the final results.
In the following, we show that a simple upgrade on the net-
work architecture improves the performance greatly. In par-
ticular, we focus on the neck module design, which has not
been well explored in 3D object detection.

Most current networks in the field rely on the multi-scale
fusion as used in [32, 47], which upsample feature maps
from different stages to the same resolution and then con-
catenate them. How to design a neck module to conduct
more effective feature aggregation has been extensively re-
searched in 2D object detection, but most advanced tech-
niques have not been adopted in 3D object detection. We
first integrate with the two popular designs, i.e., FPN [17]
and BiFPN [40]. As shown in the first group of Table 2, we
observe up to 2.38% improvement on vehicle over the neck
developed in the most recent work PillarNet [32].

One main goal of using multi-scale features is to deal
with large variations of object scales. However, 3D objects
in the BEV space do not suffer from such a problem. This
motivates us to rethink whether the multi-scale representa-
tion is required for 3D object detection. We therefore fur-
ther investigate three single-scale neck modules. The base-
line is a plain neck using a residual block without down-
sampling or upsampling, which gets inferior performance
due to the limited receptive field. In YOLOF [6], it is ar-
gued that 2D object detector performs better when the re-
ceptive field matches with the object size. Inspired by this
observation, we apply the dilated blocks as in YOLOF to
enlarge the receptive field and yield better performance on
vehicle. We also integrate with the ASPP block [4] and ob-
tain up to 3.13% improvement on vehicle compared with the
neck used in PillarNet. All the designs achieve comparable
performance on pedestrian. These comparisons collectively
imply that the multi-scale features may not be necessary,
instead, enlarging receptive field plays the key role.

This study demonstrates that simply adapting the neck
modules from 2D object detection brings non-trivial im-
provements to 3D object detection, which is encouraging
to explore more successful practices in the image domain to
upgrade the network designs for point clouds.

4.2.3 Study of Resolutions

Intuitively, a smaller grid size retains more fine-grained in-
formation but requires a higher computational cost. Down-
sampling can effectively reduce the cost but degrade the
performance. We experiment with different grid and fea-
ture resolutions by changing grid sizes and feature sampling
rates in backbone and head. As shown in Table 3, if the out-
put feature resolution is fixed (0.3), using a large grid size
(0.075 to 0.3) does not affect the performance of large ob-
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Method Frames Vehicle L1 Vehicle L2 Pedestrian L1 Pedestrian L2 Cyclist L1 Cyclist L2
AP APH AP APH AP APH AP APH AP APH AP APH

SST-TS* [11] 1 76.22 75.79 68.04 67.64 81.39 74.05 72.82 65.93 - - - -
SWFormer [37] 1 77.8 77.3 69.2 68.8 80.9 72.7 72.5 64.9 - - - -
PillarNet-18 [32] 1 78.24 77.73 70.40 69.92 79.80 72.59 71.57 64.90 70.40 69.29 67.75 66.68
AFDetV2 [13] 1 77.64 77.14 69.68 69.22 80.19 74.62 72.16 66.95 73.72 72.74 71.06 70.12
PV-RCNN++* [33] 1 79.25 78.78 70.61 70.18 81.83 76.28 73.17 68.00 73.72 72.66 71.21 70.19
PillarNeXt-B 1 78.40 77.90 70.27 69.81 82.53 77.14 74.90 69.80 73.21 72.20 70.58 69.62
PillarNet-18 [32] 2 79.59 79.06 71.56 71.08 82.11 78.82 74.49 71.35 70.41 69.57 68.27 67.46
PillarNet-34 [32] 2 79.98 79.47 72.00 71.53 82.52 79.33 75.00 71.95 70.51 69.69 68.38 67.58
PV-RCNN++* [33] 2 80.17 79.70 72.14 71.70 83.48 80.42 75.54 72.61 74.63 73.75 72.35 71.50
RSN* [38] 3 78.4 78.1 69.5 69.1 79.4 76.2 69.9 67.0 - - - -
SST-TS* [11] 3 78.66 78.21 69.98 69.57 83.81 80.14 75.94 72.37
SWFormer [37] 3 79.4 78.9 71.1 70.6 82.9 79.0 74.8 71.1 - - - -
PillarNeXt-B 3 80.58 80.08 72.89 72.42 85.04 82.11 78.04 75.19 78.92 77.93 76.71 75.74
CenterFormer [48] 8 78.8 78.3 74.3 73.8 82.1 79.3 77.8 75.0 75.2 74.4 73.2 72.3
MPPNet [7] 16 82.74 82.28 75.41 74.96 84.69 82.25 77.43 75.06 77.28 76.66 75.13 74.52
3DAL† [30] ALL 84.50 - - - 82.88 - - - - - - -

Table 4. Comparison of PillarNeXt-B and the state-of-the-art methods under the 3D metrics on the validation set of WOD. * denotes the
two-stage methods and † indicates the offboard approach.

Method Frames Vehicle L1 Vehicle L2 Pedestrian L1 Pedestrian L2 Cyclist L1 Cyclist L2
AP APH AP APH AP APH AP APH AP APH AP APH

PV-RCNN++* [33] 1 91.57 - - - 85.43 - - - 75.94 - - -
PillarNeXt-B 1 93.30 92.60 87.26 86.53 88.19 82.13 81.77 75.82 75.67 74.61 72.97 71.95
SWFormer [37] 3 92.60 - - - 87.50 - - - - - - -
PillarNeXt-B 3 94.41 93.74 89.38 88.68 90.27 87.01 84.73 81.42 80.36 79.34 78.15 77.15
3DAL† [30] ALL 93.30 - - - 86.32 - - - - - - -

Table 5. Comparison of PillarNeXt-B and the state-of-the-art methods under the BEV metrics on the validation set of WOD. * denotes the
two-stage methods and † indicates the offboard approach.

jects like vehicles, but deteriorates the accuracy of small
objects such as pedestrians. Downsampling the output fea-
ture resolution (0.3 to 0.6) impairs the performance of both
categories. However, if simply providing an upsampling
layer in the detection head, we obtain significant improve-
ment, especially for small objects. This suggests that the
fine-grained information may have already been encoded in
the downsampled feature maps, and a simple upsampling
layer in head can effectively recover the details.

4.2.4 Summary

We provide the improvement of each component one by one
to elucidate the boosting roadmap in Figure 4. As compared
in this figure, one can see that the model scaling (e.g., tiny
to base), the enhanced network neck and head (e.g., ASPP
based neck and simple modifications in head), and the ap-
propriate training (e.g., sufficient training epochs and data
augmentation), produce tremendous improvements over the
original baseline model. In the following experiments, we
exploit Pillar-B with ASPP as the default setting of our pro-
posed network PillarNeXt, which is extensively compared

with the state-of-the-art methods that are specifically devel-
oped for point clouds. We illustrate the overall architecture
of PillarNeXt in Figure 2.

4.3. Comparison with State-of-the-Art on WOD

We compare PillarNeXt-B with the published results on
the validation set of WOD. As a common practice, we list
the methods of using single and multiple frames separately.
For completeness, we also compare to the methods with
long-term temporal modeling. Our model is trained for 36
epochs with the faded copy-and-paste data augmentation.

As compared in Table 4, our single-stage model outper-
forms many two-stage methods. It is also worth noting that
our pillar based approach without explicit temporal mod-
eling even achieves better results for small objects such as
pedestrians than the methods with fine-grained geometri-
cal modeling and complex temporal modeling. This clearly
verifies the importance of network designs in terms of basic
architecture and appropriate training.

In addition to 3D results, we also report BEV metrics in
Table 5. BEV representation is widely used in autonomous
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Method Frames All L2 Vehicle L1 Vehicle L2 Pedestrian L1 Pedestrian L2 Cyclist L1 Cyclist L2
mAP mAPH AP APH AP APH AP APH AP APH AP APH AP APH

SWFormer [37] 3 - - 82.89 82.49 75.02 74.65 82.13 78.13 75.87 72.07 - - - -
PillarNet-34† [32] 3 73.98 72.48 83.23 82.80 76.09 75.69 82.38 79.02 76.66 73.46 71.44 70.51 69.20 68.29
CenterPoint++ [45] 3 74.20 72.80 82.80 82.30 75.50 75.10 81.00 78.20 75.10 72.40 74.40 73.30 72.00 71.00
AFDetV2 [13] 2 74.60 73.12 81.65 81.22 74.30 73.89 81.26 78.05 75.47 72.41 76.41 75.37 74.05 73.04
PV-RCNN++* [33] 2 75.00 73.52 83.74 83.32 76.31 75.92 82.60 79.38 76.63 73.55 74.44 73.43 72.06 71.09
PillarNeXt-B 3 75.53 74.10 83.28 82.38 76.18 75.76 84.40 81.44 78.84 75.98 73.77 72.73 71.56 70.55

Table 6. Comparison of PillarNeXt-B and the state-of-the-art methods under the 3D metrics on the test set of WOD. * denotes the two-stage
method and † indicates using test-time augmentations.

Method Encoder Grid Size NDS mAP mATE↓ mASE↓ mAOE↓ mAVE↓ mAAE↓
CenterPoint [45] V 0.075 66.8 59.6 0.292 0.255 0.302 0.259 0.193
OHS [5] V 0.1 66.0 59.5 - - - - -
PillarNet-18 [32] P 0.075 67.4 59.9 - - - - -
Transfusion-L [1] V 0.075 66.8 60.0 - - - - -
UVTR-L [15] V 0.075 67.7 60.9 0.334 0.257 0.300 0.204 0.182
VISTA [8] V+R 0.1 68.1 60.8 - - - - -
PillarNeXt-B P 0.075 68.4 62.2 0.286 0.256 0.285 0.251 0.192
Our Voxel-B V 0.075 67.8 62.3 0.299 0.254 0.316 0.271 0.195

Table 7. Comparison of PillarNeXt-B and the state-of-the-art methods on the validation set of nuScenes. P/V/R denotes the pillar, voxel
and range view based grid encoder, respectively. Most leading methods adopt the voxel based representations.

Method Car Truck Bus Trailer CV Ped Motor Bicycle TC Barrier mAP
PillarNeXt-B 85.0 57.4 67.6 35.6 20.6 86.8 68.6 53.1 77.3 69.7 62.2
Our Voxel-B 84.8 58.0 68.3 37.1 21.8 86.1 68.4 56.5 74.2 68.2 62.3

Table 8. Comparison of our proposed pillar and voxel based models under per-class AP and mAP on the validation set of nuScenes.
Abbreviations are construction vehicle (CV), pedestrian (Ped), motorcycle (Motor), and traffic cone (TC).

driving as the downstream tasks are naturally carried out
in the space of BEV. Interestingly, our single-frame model
already outperforms many multi-frame methods. As com-
pared with the offboard method 3DAL [30], which takes the
whole sequence (around 200 frames) for refinement, our 3-
frame model achieves better performance. This again vali-
dates the efficacy of our succinct single-stage network.

In Table 6, we further demonstrate our results on the test
set of WOD to evaluate the generalization of our approach.
We do not use any test-time augmentation or model ensem-
bling. PillarNeXt-B is also found to outperform the state-
of-the-art methods without bells and whistles.

4.4. Comparison with State-of-the-Art on nuScenes

We in the end compare PillarNeXt-B with the state-of-
the-art methods on nuScenes. Our model is trained for 20
epochs with the commonly used re-sampling CBGS [49]
and the faded copy-and-paste data augmentation. We report
the results on the validation set in Table 7. Here we use a
simpler model by removing the upsampling layer and IoU
score branch in the detection head. Our approach achieves
the superior performance of 68.4% NDS, which shows the
exceptional generalizability of the model across different

datasets. It is noteworthy that apart from PillarNet-18, all
high-performing methods are voxel based. Our pillar based
model outperforms the leading voxel and multi-view based
methods by a large margin in mAP. For deeper analysis, we
also compare with our voxel based model (Voxel-B) under
exactly the same setting. PillarNeXt-B achieves a higher
NDS and almost the same mAP. In particular, for the per-
class performance shown in Table 8, PillarNeXt-B outper-
forms Voxel-B in pedestrians and traffic cones. This further
verifies that pillar model can be highly effective in accu-
rately detecting small objects.

5. Conclusions
In this paper, we challenge the common belief that a

high-performing 3D object detection model requires the
fine-grained local geometrical modeling. We systematically
study three local point aggregators, and find that the sim-
plest pillar encoder with enhanced strategy performs the
best in both accuracy and latency. We also show that en-
larging receptive field and operating resolutions play the key
roles. We hope our findings can serve as a solid baseline and
encourage the research community to rethink what should
be focused on for LiDAR based 3D object detection.
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