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Abstract

Although action recognition systems can achieve top per-
formance when evaluated on in-distribution test points, they
are vulnerable to unanticipated distribution shifts in test
data. However, test-time adaptation of video action recog-
nition models against common distribution shifts has so far
not been demonstrated. We propose to address this prob-
lem with an approach tailored to spatio-temporal models
that is capable of adaptation on a single video sample at
a step. It consists in a feature distribution alignment tech-
nique that aligns online estimates of test set statistics to-
wards the training statistics. We further enforce prediction
consistency over temporally augmented views of the same
test video sample. Evaluations on three benchmark ac-
tion recognition datasets show that our proposed technique
is architecture-agnostic and able to significantly boost the
performance on both, the state of the art convolutional ar-
chitecture TANet and the Video Swin Transformer. Our pro-
posed method demonstrates a substantial performance gain
over existing test-time adaptation approaches in both eval-
uations of a single distribution shift and the challenging
case of random distribution shifts. Code will be available
at https://github.com/wlin-at/ViTTA.

1. Introduction
State-of-the-art neural architectures [8,40,46,48–50] are

very effective in action recognition, but recent work shows
they are not robust to shifts in the distribution of the test
data [33,51]. Unfortunately, in practical scenarios, such dis-
tribution shifts are very difficult to avoid, or account for. For
example, cameras used for recognizing motorized or pedes-
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trian traffic events may register rare weather conditions, like
a hailstorm, and sports action recognition systems can be
affected by perturbations generated by spectators at sports
arenas, such as the smoke of flares. Shifts in the data dis-
tribution can also result from inconspicuous changes in the
video processing setup, for instance, a change of the algo-
rithm used to compress the video feed.

In image classification, distribution shift can be miti-
gated by Test-Time-Adaptation (TTA) [16, 19, 21, 23, 28,
34, 38, 42], which uses the unlabeled test data to adapt the
model to the change in data distribution. However, methods
developed for image classification are not well suited for
action recognition. Most action recognition applications re-
quire running memory- and computation-hungry temporal
models online, with minimal delay, and under tight hard-
ware constraints. Moreover, videos are more vulnerable to
distribution shifts than images [2,33,51]. Some examples of
such distribution shifts are given in Fig. 1. Due to limited
exposure times, video frames are likely to feature higher
variations of noise level, provoked by illumination changes.
They are more affected by motion blur, which varies with
the speed of motion observed in the scene. They also fea-
ture stronger compression artifacts, which change with the
compression ratio, often dynamically adjusted to the avail-
able bandwidth. Our experiments show that existing TTA
algorithms, developed for image classification, do not cope
with these challenges well, yielding marginal improvement
over networks used on corrupted data without any adapta-
tion.

Our goal is to propose an effective method for online
test-time-adaptation of action recognition models. Oper-
ating online and with small latency can require drastically
constraining the batch size, especially when the hardware
resources are limited and the employed model is large. We
therefore focus on the scenario in which test samples are
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Figure 1. Our architecture-agnostic ViTTA enables action recog-
nition models to overcome severe video corruptions. In a fully
online manner, i.e. processing each test video only once, we per-
form test-time adaptation. In particular, we align the statistics of
the (corrupted) test data towards the (clean) training data such that
they are better aligned (top: t-SNE [41] of mean features from final
feature extractor layer for clean training data and for 12 differently
corrupted test datasets). This results in a significant performance
improvement for action recognition.

processed individually, one at a time. To ease the integra-
tion of our method in existing systems, we require it to be
capable of adapting pretrained networks, both convolutional
and transformer-based, without the need to retrain them.

In the work, we propose the first video test-time adap-
tation approach - ViTTA. To address the above require-
ments, we turn to feature alignment [19, 28, 34, 37, 53], a
common TTA method that aligns distributions of features
computed for test and training data by minimizing discrep-
ancy between their statistics. Feature alignment does not
require any modifications to the training procedure and is
architecture-agnostic. However, existing feature alignment
methods are not well suited for online adaptation, because
they require relatively large test batches to accurately esti-
mate the statistics. We address this by employing the ex-
ponential moving average to estimate test feature statistics
online. This enables us to perform the alignment by pro-
cessing one video sample at a time, at a low computational
and memory cost. Additionally, we show that even though
the temporal dimension of video data poses challenges, it
also has a silver lining. We leverage this by creating aug-
mented views of the input videos via temporally resampling
frames in the video. This has two benefits: First, multi-

ple augmented views lead to more accurate statistics of the
overall video content. Second, it allows us to enforce pre-
diction consistency across the views, making the adaptation
more effective.

Our extensive evaluations on three most popular action
recognition benchmarks demonstrate that ViTTA boosts the
performance of both TANet [27], the state-of-the-art convo-
lutional architecture, and the Video Swin Transformer [26],
and outperforms the existing TTA methods proposed for im-
age data by a significant margin. ViTTA performs favorably
in both, evaluations of single distribution shift and the chal-
lenging case of random distribution shift.

ViTTA also has a high practical valor. It is fully online
and applicable in use cases requiring minimal delays. It
does not require collection or storage of test video dataset,
which is significant in terms of data privacy protection, es-
pecially in processing confidential user videos. ViTTA can
be seamlessly incorporated in systems already in operation,
as it has no requirement of re-training existing networks.
Therefore it can harness state-of-the-art video architectures.

Our contributions can be summarized as follows:

• We benchmark existing TTA methods in online
adaptation of action recognition models to distribution
shifts in test data, on three most popular action recog-
nition datasets, UCF101 [35], Something-something
v2 [13] and Kinetics 400 [18]

• We adapt the feature alignment approach to online ac-
tion recognition, generating a substantial performance
gain over existing techniques.

• We propose a novel, video-specific adaptation tech-
nique (ViTTA) that enforces consistency of predictions
for temporally re-sampled frame sequences and show
that it contributes to adaptation efficacy.

2. Related Work
Action Recognition is addressed mainly with CNN-

based and transformer-based architectures. CNN-based
architectures typically use 3D convolutions, such as
C3D [39], I3D [5], Slowfast [9] and X3D [8]. Recent
works also deploy 2D convolution with temporal mod-
ules [20, 22, 25, 27, 32, 43, 44] to reduce the computational
overhead. TEINet [25] learns the temporal features by de-
coupling the modeling of channel correlation and tempo-
ral interaction for efficient temporal modeling. TANet [27]
is a 2D CNN with integrated temporal adaptive modules
which generates temporal kernels from its own feature
maps, achieving state-of-the-art performance among convo-
lutional competitors. Transformer-based models have also
been applied for video recognition [1, 3, 7, 26, 30, 31, 54].
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ViViT [1] adds several temporal transformer encoders on
the top of spatial encoders. Video swin transformer [26]
uses spatio-temporal local windows to compute the self-
attention. In this work, we evaluate our adaptation method
on TANet and Video Swin Transformer.

Robustness of Video Models for action recogni-
tion against common corruptions has recently been ana-
lyzed [33, 51]. Yi et al. [51] and Schiappa et al. [33]
benchmark robustness of common convolutional- and
transformer-based spatio-temporal architectures, against
several corruptions in video acquisition and video process-
ing. In this work, we perform evaluations on 12 corruptions
proposed in these two benchmark works. These corruptions
cover various types of noise and digital errors, blur effects
of cameras, weather conditions, as well as quality degrada-
tion in image and video compression.

Test-Time Adaptation tackles the adaptation to un-
known distribution shifts encountered at test-time in an un-
supervised manner. It has recently gained increasing atten-
tion in the image domain [4,10,17,21,23,28,34,38,42,55].
These approaches can be divided into two distinct groups:
The first group modifies the training procedure and employs
a self-supervised auxiliary task to adapt to distribution shifts
at test-time. Sun et al. [38] train the network jointly for
self-supervised rotation prediction [12] and the main task
of image classification. At test-time they adapt to the out-
of-distribution test data by updating the encoder through
the gradients obtained from the auxiliary task of rotation
prediction on the test samples. TTT++ [23] propose self-
supervised contrastive learning [6] as an auxiliary objective
for adaptation and also aligns the source and target domain
feature responses. Recently, Gandelsman et al. [10] use the
self-supervised reconstruction task through masked autoen-
coders [14] for test-time adaptation.

The other group of methods, more closely related to our
work, propose to adapt off-the-shelf pre-trained networks
without altering the training. These methods typically em-
ploy post-hoc regularization. TENT [42] adapts a pre-
trained network at test-time by minimizing the entropy from
the output softmax distribution. Similarly, MEMO [55] pro-
poses to adapt the network at test-time by minimizing the
entropy of the marginal output distribution across augmen-
tations. SHOT [21] also uses entropy minimization and
adds information maximization regularization at test-time.
On the other hand, some methods do not update the param-
eters for the network and instead propose gradient-free ap-
proaches for test-time adaptation. For example, LAME [4]
only adapts the outputs of the network by using Lapla-
cian regularization and guarantees convergence through a
concave-convex optimization procedure. T3A [17] gener-
ates pseudo-prototypes from the test samples and replaces
the classifier learned on the training set. DUA [28] and
NORM [34] only update the statistics of the batch normal-

ization layer for adaptation at test-time.
Despite the intensive development in the image domain,

test-time adaptation on video action recognition models, to
the best of our knowledge, has not been demonstrated so
far. In this work, we propose a video-tailored adaptation
method - ViTTA that adapts spatio-temporal models against
common distribution shifts on video sequences. ViTTA
consists in a feature distribution alignment technique that
aligns training statistics with the online estimates of test set
statistics. It is model-agnostic and can adapt to both con-
volutional and transformer-based network without the need
to re-train them. We compare ViTTA to existing TTA ap-
proaches that do not require to alter the training of source
model, and adapt to off-the-shelf pretrained-models.

3. Video Test-Time Adaptation (ViTTA)
We are given a multi-layer neural network ϕ trained in

action recognition on a training set of video sequences S ,
and its optimal parameter vector θ̂, resulted from this train-
ing. At test time, the network is exposed to unlabeled videos
from the test set T , that may be distributed differently than
the data in S . Our goal is to adapt ϕ to this distribution
shift to maximize its performance on the test videos. The
pipeline of our method - ViTTA is shown in Fig. 2.

3.1. Feature distribution alignment

We perform the adaptation by aligning the distribution
of feature maps computed for the training and test videos.
Following recent work on TTA [28,34], to align the distribu-
tions, we equalize means and variances of the feature maps.
We denote the feature map of the l-th layer of the network
ϕ, computed for a video x, by ϕl(x; θ), where θ is the pa-
rameter vector used for the computation. The feature map is
a tensor of size (cl, tl, hl, wl), where cl denotes the number
of channels in the l-th layer and tl, hl, and wl are its tempo-
ral and spatial dimensions. We denote the spatio-temporal
range of the feature map by V = [1, tl]×[1, hl]×[1, wl], and
a cl-element feature vector at voxel v ∈ V by ϕl(x; θ)[v].
The mean vector of the l-th layer features for dataset D can
be computed as the sample expectation

µl(D; θ) = Ex∈D
v∈V

[
ϕl(x; θ)[v]

]
, (1)

and the vector of variances of the l-th layer features can be
obtained as

σ2
l (D; θ) = Ex∈D

v∈V

[(
ϕl(x; θ)[v]− µl(D; θ)

)2]
. (2)

To declutter the equations, we shorten the notation of the
training statistics to µ̂l = µl(S ; θ̂) and σ̂2

l = σ2
l (S ; θ̂).

In our experiments, we pre-compute them on the training
data. When this data is no longer available, they can be
substituted with statistics of another, unlabeled dataset, that
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Figure 2. Pipeline of ViTTA. The online adaptation is applied on videos that are received sequentially and here we show the adaptation
process of iteration i. We first compute the online estimates of the test statistics by 1) sampling two temporally augmented views from
the test video, and computing the statistics on multi-layer features maps across the two views, 2) then performing exponential moving
averages of statistics among iterations. Afterwards, we perform feature distribution alignment by minimizing the discrepancy between the
pre-computed training statistics and the online estimates of test statistics. Furthermore, we enforce prediction consistency over temporally
augmented views for performance boost.

is known to be generated from a similar distribution. In
Sec. 4.4.2, we also show that for a network with batch nor-
malization layers, running means and variances accumu-
lated in these layers can be used instead of the statistics
computed for the training set, with a small performance
penalty.

Our overarching approach is to iteratively update the pa-
rameter vector θ in order to align the test statistics of se-
lected layers to the statistics computed for the training data.
This can be formalized as minimizing the alignment objec-
tive

Lalign(θ) =
∑
l∈L

|µl(T ; θ)− µ̂l|+ |σ2
l (T ; θ)− σ̂2

l | (3)

with respect to the parameter vector θ, where L is the set
of layers to be aligned, | · | denotes the vector l1 norm,
and we recall that T denotes the test set. Our approach
of training the network to align the distributions is different
in spirit from the TTA techniques based on feature align-
ment [28, 29, 34], which only adjust the running statistics
accumulated during training in the normalization layers and
therefore do not truly learn at test time. The fact that we up-
date the entire parameter vector differentiates our method
from the existing algorithms that only update parameters
of affine transformation layers [19, 42], and gives it more
flexibility during adaptation. Even though our method ad-
justs the full parameter vector, our experiments on contin-
ued adaptation (in Sec. 4.4.5), show that our methods adapts
fast to periodic changes of distribution shift. When the dis-
tribution shift is removed from the stream of test data, the
network quickly restores its original performance. We also
found that the best performance was achieved by aligning
the distributions of the features output by the last two out
of four blocks for both TANet [27] and Video Swin Trans-

former [26]. We therefore set L to contain layers in these
two blocks. The respective ablation study can be found in
Sec. 4.4.3.

3.2. Online adaptation

Optimizing the objective in Eq. (3) requires iteratively
estimating statistics of the test set. This is infeasible in an
online video recognition system, typically required to pro-
cess a stream of data with minimal delay. We therefore
adapt the feature alignment approach to an online scenario.
We assume the test data is revealed to the adaptation algo-
rithm in a sequence of videos, denoted as xi, where i is the
index of the test videos. We perform one adaptation step for
each element of the sequence. Feature statistics computed
on a single test sample do not represent feature distribu-
tion over the entire test set, so we cannot only rely on them
when aligning the distributions. We therefore approximate
test set statistics by exponential moving averages of statis-
tics computed on consecutive test videos and use them for
the alignment. We define the mean estimate in iteration i as

µl
(i)(θ) = α · µl(xi; θ) + (1− α) · µl

(i−1)(θ), (4)

where 1−α is the momentum that is set to a common choice
of 0.9 (α = 0.1). Similarly, we define the i-th variance
estimate as

σ2
l
(i)
(θ) = α · σ2

l (xi; θ) + (1− α) · σ2
l
(i−1)

(θ). (5)

To suit online adaptation, in the i-th alignment iteration, the
objective in Eq. (3) is approximated by

L(i)
align(θ) =

∑
l∈L

|µl
(i)(θ)− µ̂l|+ |σ2

l
(i)
(θ)− σ̂2

l |. (6)
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This approach simultaneously decreases the variance of the
estimates and lets the network continuously adapt to chang-
ing distribution of test data.

3.3. Temporal augmentation

To further increase the efficacy of the method, we bene-
fit from the temporal nature of the data and create M re-
sampled views of the same video. We denote the tem-
porally augmented views of the input video by x

(m)
i , for

1 ≤ m ≤ M . We compute the mean and variance vector
of video xi over the M views, to improve the accuracy of
statistics on a single video:

µl(xi; θ) = Em∈M
v∈V

[
ϕl(x

(m)
i ; θ)[v]

]
, (7)

σ2
l (xi; θ) = Em∈M

v∈V

[(
ϕl(x

(m)
i ; θ)[v]− µl(xi; θ)

)2]
. (8)

We recall that µl(xi; θ) and σ2
l (xi; θ) are used in Eq. (4) and

(5) for computing mean and variance estimate in iteration i.
Furthermore, we enforce consistency of the correspond-

ing predictions among the M views. We establish a pseudo-
label by averaging the class probabilities predicted by the
network for the input views y(x) = 1

M

∑M
m=1 ϕ(x

(m)
i ; θ),

and define the consistency objective in iteration i as

L(i)
cons(θ) =

M∑
m=1

|ϕ(x(m)
i ; θ)− y(x)|. (9)

In the i-th alignment iteration, we update the network pa-
rameter by following the gradient of

min
θ

L(i)
align(θ) + λ · L(i)

cons(θ), (10)

where λ is the coefficient that we set to 0.1. In the ablation
study, we show that setting M = 2 is enough to deliver a
significant performance boost (Sec. 4.4.3), and that uniform
equidistant resampling of the input videos yields the best
results (Sec. 4.4.4).

4. Experiments
4.1. A Benchmark for Video Test-Time Adaptation

4.1.1 Video datasets.

We conduct experiments on three action recognition bench-
mark datasets: UCF101 [35], Something-something v2
(SSv2) [13] and Kinetics 400 (K400) [18]. The UCF101
dataset contains 13320 videos collected from YouTube with
101 action classes. We evaluate on split 1, which consists
of 9537 training videos and 3783 validation videos. SSv2 is
a large-scale action dataset with 168K training videos and
24K validation videos, comprised of 174 classes. K400 is
the most popular benchmark for action recognition tasks,
containing around 240K training videos and 20K validation
videos in 400 classes.

4.1.2 Corruptions.

We evaluate on 12 corruption types proposed in [33,51] that
benchmark robustness of spatio-temporal models. These 12
corruptions are: Gaussian noise, pepper noise, salt noise,
shot noise, zoom blur, impulse noise, defocus blur, motion
blur, jpeg compression, contrast, rain, H.265 ABR compres-
sion. They cover various types of noise and digital errors,
blur effects of cameras, weather conditions, as well as qual-
ity degradation in image and video compression.

Following [33, 51], we evaluate on the validation sets of
the three datasets. We use the implementation from these
two benchmark papers for corruption generation. As the
robustness analysis indicates approximate linear correlation
between severity level and the performance drop, We eval-
uate on the corruptions of the most severe case at level 5.

4.2. Implementation Details

We evaluate our approach on two model architectures:
TANet [27] based on ResNet50 [15], and Video Swin
Transformer [26] based on Swin-B [24]. TANet is the
state-of-the-art convolutional network for action recogni-
tion and Video Swin Transformer is adapted from Swin
Transformer [24]. More model specifics are given in sup-
plementary.

We perform distribution alignment of features from the
normalization layers in the last two blocks. We set the batch
size to 1 for evaluation on all datasets. We adapt to each
video only once. Following common practice in online test-
time adaptation [4, 38, 45], we perform inference right af-
ter adapting to a sample and report the accumulated accu-
racy for all samples. On TANet, we set the learning rate
to 5e − 5 for UCF and 1e − 5 for SSv2 and K400. On
Video Swin Transformer, learning rate is set to 1e − 5 for
all datasets. For the temporal augmentation, we perform
uniform equidistant sampling and random spatial cropping.

4.3. Comparison to State-of-the-Art

We evaluate our adaptation algorithm against the fol-
lowing baselines that adapt to off-the-shelf pretrained-
models without altering the training conditions. Source-
Only denotes generating the predictions directly with the
model trained on the training data, without adaptation.
NORM [34] consists in adapting statistics of batch normal-
ization layers to test data. DUA [28] adapts the batch nor-
malization layers online. TENT [42] learns affine transfor-
mations of feature maps by minimizing the entropy of test
predictions. SHOT (online) [21] maximizes the entropy of
batch-wise distribution of predicted classes, while minimiz-
ing the entropy of individual predictions. T3A [16] builds
pseudo-prototypes from test data.
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Batch size 1

Model TANet Swin

Dataset UCF101 SSv2 K400 UCF101 SSv2 K400

clean 96.67 59.98 71.64 97.30 66.36 75.32
source 51.35 24.31 37.16 78.48 42.18 47.17

NORM 51.59 17.21 31.40 - - -
DUA 55.34 16.20 31.88 - - -
TENT 51.58 17.29 31.43 81.19 36.05 45.18
SHOT 51.20 14.54 25.17 68.51 21.32 29.22
T3A 54.17 24.42 37.59 80.66 42.41 48.20

ViTTA 78.20 37.97 48.69 84.63 48.52 52.11

Batch size 8

Model TANet Swin

Dataset UCF101 SSv2 K400 UCF101 SSv2 K400

clean 96.67 59.98 71.64 97.30 66.36 75.32
source 51.35 24.31 37.16 78.48 42.18 47.17

NORM 65.77 28.18 39.32 - - -
TENT 72.92 31.57 41.13 82.35 42.84 47.84
SHOT 65.54 27.47 37.43 78.42 42.55 47.98
T3A 54.17 24.45 37.59 80.68 42.41 48.20

ViTTA 78.33 38.07 48.94 84.74 49.66 54.55

Table 1. Mean Top-1 Classification Accuracy (%) for batch size 1
and 8 over all corruption types on UCF101, SSv2 and K400. We
use the convolution-based TANet and a transformer-based Video
Swin Transformer to evaluate our ViTTA and all other baselines.
For a fair comparison with baselines, we provide results with dif-
ferent batch sizes, as some baselines require larger batch sizes for
optimal performance. DUA is only evaluated with batch size of 1,
following the setting in the original work [28]. Clean refers to the
performance of the model on the original validation set of the re-
spective datasets. Source is the average performance of the source
model over all corruption types without adaptation. Highest accu-
racy is shown in bold, while second best is underlined.

4.3.1 Evaluation with single distribution shift.

To evaluate the adaptation efficacy of our method and the
baselines, we follow [33, 51], and apply each of the 12 cor-
ruption types to the entire validation set of all three datasets.
We then adapt the networks to each of the 12 resulting cor-
rupted validation sets. We report adaptation results, aver-
aged over the corruption types, in Table 1. Comparing clean
and Source-Only, we see the corruptions drastically deterio-
rate the performance of both CNN-based TANet and Video
Swin Transformer. On adapting the network, the baselines
struggle in the online scenario and none of them attains
large improvements over the un-adapted model for all three
datasets. By contrast, ViTTA yields consistent and signifi-
cant performance gains in the challenging and practical sce-
nario where videos are received singly.

For a thorough comparison, we also evaluate the adapta-
tion methods with a larger batch size of 8 in Table 1, which
is an easier setting for the baseline methods. The baseline
methods in general have improvements in comparison to the
case of batch size of 1. Note that results of ViTTA with

batch size of 1 in Table 1 already surpass the results of all
baselines with batch size of 8 to a large margin. As ViTTA
accumulates the test statistics in an online manner instead
of relying on statistics in a data batch, it does not require
a large batch size for good adaptation performance. We
further report the results of all the 12 corruption types for
adaptation of TANet on UCF101 in Table 2. The results in-
dicate that for most of the corruption types, we outperform
the baseline methods to a large margin. More results such
as computational efficiency, adaptation on time-correlated
data, and adaptation with train statistics from a different
dataset can be found in the supplementary.

4.3.2 Evaluation with random distribution shift

We also evaluate the methods for online adaptation in a
practical scenario where we assume that each video re-
ceived has a random type of distribution shift. This sce-
nario might happen when clients in different locations up-
load videos to the same platform. Specifically, for each of
the videos in a sequence, we randomly select one of the 13
distribution shift cases (12 corruption types plus the case of
no corruption).

This setting is extremely challenging for our online
method, since the corruption type changes in each iteration,
and the distribution shift between training and test data be-
comes more complex. This is reflected in the results in Ta-
ble 3. For many combinations of the dataset and the back-
bone architecture, the baselines decrease the performance of
the un-adapted model. Our method consistently boosts the
performance across datasets and architectures. We attribute
this robustness against changing corruption types to our
technique of aggregating the statistics over multiple adapta-
tion iterations. This decreases the variation in the gradients
computed from batches of data with different corruptions.

4.4. Ablation studies

4.4.1 The choice of feature maps to align

Aligning the distribution of the ultimate feature map of a
deep network is a common practice in TTA, and in the
broader field of domain adaptation [11, 19, 36, 53]. On the
other hand, recent work hints that adapting multiple layers
in the network [28, 34, 52] might be a more powerful tech-
nique, at least when the adaptation is limited to statistics
of the batch normalization layers. To verify which of these
approaches fares better in our task, we run a series of ex-
periments in which we adapt the TANet and Video Swin
transformer to the corrupted UCF101 validation sets. We
apply the alignment to the feature map outputs from dif-
ferent combinations of blocks. Here block refers to either
convolutional bottleneck in TANet or stage in Swin trans-
former. We repeat these experiments for four adaptation
variants: either by the last block of the architecture, or by
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corruptions gauss pepper salt shot zoom impulse defocus motion jpeg contrast rain h265.abr avg

Source-Only 17.92 23.66 7.85 72.48 76.04 17.16 37.51 54.51 83.40 62.68 81.44 81.58 51.35

NORM 45.23 42.43 27.91 86.25 84.43 46.31 54.32 64.19 89.19 75.26 90.43 83.27 65.77
DUA 36.61 33.97 22.39 80.25 77.13 36.72 44.89 55.67 85.12 30.58 82.66 78.14 55.34
TENT 58.34 53.34 35.77 89.61 87.68 59.08 64.92 75.59 90.99 82.53 92.12 85.09 72.92
SHOT 46.10 43.33 29.50 85.51 82.95 47.53 53.77 63.37 88.69 73.30 89.82 82.66 65.54
T3A 19.35 26.57 8.83 77.19 79.38 18.64 40.68 58.61 86.12 67.22 84.0 83.45 54.17

ViTTA 71.37 64.55 45.84 91.44 87.68 71.90 70.76 80.32 91.70 86.78 93.07 84.56 78.33

Table 2. Top-1 Classification Accuracy (%) for all corruptions in the UCF101 dataset, while using the TANet backbone. DUA is evaluated
with batch size of 1, following the setting in the original work [28]. All the other methods are evaluated with batch size of 8.

Model TANet Swin

Dataset UCF101 SSv2 K400 UCF101 SSv2 K400

Source-
Only

55.41 26.93 39.98 79.62 44.31 49.48

NORM 33.32 10.63 27.22 - - -
DUA 41.94 12.53 30.89 - - -
TENT 31.32 10.68 27.25 81.35 44.58 49.46
SHOT 32.91 9.02 22.89 78.66 32.93 42.37
T3A 53.32 24.74 38.86 81.02 43.54 49.59

ViTTA 66.94 32.87 42.76 83.11 46.32 49.67

Table 3. Mean Top-1 Classification Accuracy (%) with random
distribution shifts. For each video in the test set, we randomly
select 1 out of 13 distribution shifts (12 corruption types + original
test set). We run these experiments 3 times while shuffling the
order of the videos and report the average results.

Blocks 4 3, 4 2, 3, 4 1, 2, 3, 4

TANet 77.83 78.20 76.67 75.37
Swin 82.18 84.63 84.47 84.40

Table 4. Mean Top-1 Classification Accuracy (%) over corrup-
tions. We adapt TANet and Video swin tansformer on UCF101 by
aligning feature maps from different blocks. block refers to either
convolutional bottleneck in TANet or stage in Swin transformer.

the last two, three, or all four blocks. The results, presented
in Table 4, suggest that an intermediate approach: align-
ing feature maps produced by the last two blocks, performs
best. We attribute this to the fact that leaving too many de-
grees of freedom during adaptation might lead to matching
the distribution of the last layers, but without transferring
feature semantics. On the other hand, some degree of free-
dom might be needed in the lower layers of the architecture
for the network to learn to map appearance of the corrupted
data to the feature space of the layers further in the computa-
tion graph, learned on the training data without corruption.

4.4.2 Statistics stored in normalization layers

For feature distribution alignment, our method requires fea-
ture means and variances computed on the training data.

Statistics UCF101 SSv2 K400

Source-Only 51.35 24.31 37.16
ViTTA BNS 73.20 35.51 45.30
ViTTA Src-Computed 78.20 37.97 48.69

Table 5. Mean Top-1 Classification Accuracy (%) over all corrup-
tions on the UCF101 dataset, while using different kinds of source
statistics for alignment. We use the TANet backbone for these
experiments. BNS refers to the statistics stored in the batch nor-
malization layers. Src−Computed refers to the statistics which
we calculate from the source data for distribution alignment.

Views 1 2 2 3 4 5
Pred. Cons. ✗ ✗ ✓ ✓ ✓ ✓

Acc 75.57 77.46 78.20 78.24 78.25 78.25

Table 6. Mean Top-1 Classification Accuracy (%) over all corrup-
tion types for UCF101 by using the TANet backbone. We perform
ablation study on different number of temporal views and the pre-
diction consistency regularization.

When training data is no longer available, these statistics
could be computed on other data with the similar distri-
bution. For architectures that contain batch normalization
layers, using the running means and variances, accumu-
lated at these layers during training, represents a convenient
alternative. However, these statistics might misrepresent
true means and variances of the data, as reported by Wu
et al. [47]. To investigate how their inaccuracy affects per-
formance, we compare the results attained by using them as
adaptation targets to those obtained by using statistics com-
puted on the training set. We present the results in Tab 5.
They confirm that relying on the running mean and vari-
ance yields performance slightly lower than computing the
statistics from scratch, but still higher than that of the base-
lines. This demonstrates that our ViTTA can also only rely
on batch norm statistics in architectures with BN layers, at
a modest performance penalty.

4.4.3 Number of views and prediction consistency

In temporal augmentation, we compute test statistics on
temporally augmented views of the input and enforce pre-
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sampling uniform dense uniform dense total
strategy random random equidistant equidistant random

Accuracy 77.68 76.93 78.20 77.10 77.50

Table 7. Mean Top-1 Classification Accuracy (%) over all corrup-
tions on UCF101 using TANet. We perform ablation study on the
frame sampling strategies for temporally augmented views.

diction consistency among the views. We verify how much
performance gain these design choices yield in Table 6.
Without prediction consistency, sampling two temporally
augmented views (77.46%) brings around two percent im-
provement in comparison to only one view (75.57%). Ap-
plying the prediction consistency regularization among the
two views further adds 0.74% improvement. Sampling
more than two augmented views adds little benefit. We set
the number of views to two for better adaptation efficiency.

4.4.4 Temporal sampling strategies

Our method relies on temporal augmentation to generate
multiple views of the input video sequence and enforce
consistency of their predictions. Common temporal sam-
pling methods can be found in video recognition litera-
ture [5, 8, 39, 44]. We embed the most representative of
these techniques in our adaptation algorithm and evaluate
the resulting performance. Uniform and dense are com-
mon strategies for video segment selection. Random and
equidistant are strategies of sampling frames in each video
segment. total random refers to completely randomly sam-
pling frames from the entire video.

The results in Table 7 show that our ViTTA generalizes
well to different types of frame sampling strategies, as they
all demonstrate clear performance boost in comparison to
the case of one view (75.57%). The uniform-equidistant ap-
proach perform best. We hypothesize that this stems from
the fact that this sampling technique keeps the interval be-
tween the video frames constant, while yielding frame se-
quences that span the entire video sequence, which leads to
more accurate statistics of the overall video content.

4.4.5 Continuous adaptation

We check the capacity of the methods to re-adapt to the un-
corrupted data. We perform an experiment in the continu-
ous adaptation scenario. When sequentially feeding the test
data, we periodically switch the corruption ‘on’ and ‘off’
around every five hundred test videos. We use the Gaussian
noise as the corruption technique.

As seen in Fig. 3, ViTTA performs constantly the best
on corrupted periods. Both our approach and DUA can re-
cover the original performance on the un-corrupted periods,
while TENT performs slightly worse when adapting to the
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Figure 3. Top-1 Classification Accuracy (%) for a sliding win-
dow of 75 samples in a continuous adaptation scenario, where we
switch alternatively between Gaussian Noise corruption and the
Clean test set of UCF101, we compare with the two best perform-
ing baselines DUA and TENT to avoid clutter. Source refers to
performance of the pre-trained model without adaptation.

un-corrupted data. DUA only corrects the batch norm statis-
tics without updating model parameters. It keeps the knowl-
edge on the un-corrupted but has limited gain in corrupted
periods. TENT updates the model with an entropy mini-
mization loss and has even slightly worse performance than
Source-Only in un-corrupted periods. In comparison, our
method updates the entire model and still quickly restores
the performance in un-corrupted periods, demonstrating the
fast reactivity. As our method accumulates the target statis-
tics in an online manner, it also has gradually improved per-
formance when going through the four corrupted periods.

5. Conclusion

We address the problem of test-time adaptation of video
action recognition models against common corruptions, We
propose a video-tailored method that aligns the training
statistics with the online estimates of target statistics. To
further boost the performance, we enforce prediction con-
sistency among temporally augmented views of a video
sample. We benchmark existing TTA techniques on three
action recognition datasets, with 12 common image- and
video-specific corruptions. Our proposed method ViTTA
performs favorably in evaluation of both, single corruption
and the challenging random corruption scenario. Further-
more, it demonstrates fast reactivity on adaptation perfor-
mance, faced with periodic change of distribution shift.
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