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Abstract

Holistic 3D scene understanding entails estimation of
both layout configuration and object geometry in a 3D en-
vironment. Recent works have shown advances in 3D scene
estimation from various input modalities (e.g., images, 3D
scans), by leveraging 3D supervision (e.g., 3D bounding
boxes or CAD models), for which collection at scale is ex-
pensive and often intractable. To address this shortcoming,
we propose a new method to learn 3D scene priors of layout
and shape without requiring any 3D ground truth. Instead,
we rely on 2D supervision from multi-view RGB images.
Our method represents a 3D scene as a latent vector, from
which we can progressively decode to a sequence of objects
characterized by their class categories, 3D bounding boxes,
and meshes. With our trained autoregressive decoder repre-
senting the scene prior, our method facilitates many down-
stream applications, including scene synthesis, interpola-
tion, and single-view reconstruction. Experiments on 3D-
FRONT and ScanNet show that our method outperforms
state of the art in single-view reconstruction, and achieves
state-of-the-art results in scene synthesis against baselines
which require for 3D supervision. Project page: https:
//yinyunie.github.io/sceneprior-page/

1. Introduction

Understanding the geometric structures in real world
scenes takes significant meaning in 3D computer vision. In
recent years, many prominent approaches have been pro-
posed to understand 3D scenes for different applications,
e.g., scene synthesis [24,28,36,48,49,52] and semantic re-
construction [6,15,16,18–21,26,30,34,35,56]. These meth-
ods have shown initial promise in estimating object layouts
and shapes in 3D scenes, from RGB or RGB-D input data.

However, such methods have focused on leveraging full
3D supervision for layout and shape learning, in task-
specific fashion. Such ground truth 3D scene geometry with
semantic decomposition to objects and structures is difficult
and expensive to acquire, requiring significant artist model-
ing efforts [13] or expert annotations [1] of CAD modeling.
In contrast, 2D image and video acquisition is significantly

Figure 1. We learn 3D scene priors with 2D supervision. We
model a latent hypersphere surface to represent a manifold of 3D
scenes, characterizing the semantic and geometric distribution of
objects in 3D scenes. This supports many downstream applica-
tions, including scene synthesis, interpolation and single-view re-
construction.

more accessible. We thus propose to instead learn a gen-
eral 3D scene prior from only multi-view 2D information.
This approach takes a unified perspective to 3D scene un-
derstanding: our 3D scene prior is learned in a generaliz-
able fashion from only multi-view 2D information, enabling
application to multiple downstream tasks, including scene
synthesis and single-view reconstruction.

In order to understand geometric 3D scene structure
from only multi-view RGB images, we must bridge the
domain gap between 3D geometry and RGB colors. To
this end, we propose to leverage the 2D semantic domain:
we learn our 3D scene prior by ensuring that our learned
3D scene structures and objects, when differentiably ren-
dered, match the 2D semantic distribution of estimated 2D
instance segmentations from the RGB images. This enables
supervision of 3D object and layout structures guided by 2D
information.

Our 3D scene prior is learned by optimizing for a map-
ping from a latent space (parameterized as a hypersphere
surface) to a manifold of 3D scenes, as shown in Fig. 1.
Each random vector sampled from the latent space is de-
coded into a sequence of objects autoregressively using our
permutation-invariant transformer. Each output object is
characterized by their class category, 3D bounding box and
mesh. By training this decoder, we encode the scene prior

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

792



into a latent space, sampling on which enables us to syn-
thesize plausible 3D scenes. With such formulation, our
method supports many other downstream tasks on different
conditions, e.g., scene synthesis, interpolation and single-
view reconstruction.

In summary, we present our contributions as follows:

• We present a new perspective on general 3D scene
prior learning with only 2D supervision. We learn the
prior distribution of both semantic object instance lay-
outs and shapes via mapping from a latent space to the
3D scene space, by training from 2D multi-view data.

• We formulate scene prior learning as an autoregres-
sive sequence decoding problem, and propose a novel
permutation-invariant transformer corresponding with
a 2D view loss to map a latent vector from a hyper-
sphere surface to a sequence of semantic instances
characterized by their class categories, 3D bounding
boxes and meshes.

• Our learned 3D scene prior supports many downstream
tasks: single-view scene reconstruction, scene synthe-
sis and interpolation. Experiments on 3D-FRONT and
ScanNet show that our method matches state-of-the-
art performance in scene synthesis against methods re-
quiring 3D supervision, and outperforms state of the
art in single-view reconstruction.

2. Related Work
3D Semantic Scene Synthesis 3D semantic scene syn-
thesis has received extensive exploration in recent decades,
particularly following the popularity of 3D indoor scene
datasets and 3D deep learning. Given a collection of synthe-
sized or real 3D scenes, many methods have been proposed
to learn the distribution of object layouts to synthesize un-
seen but plausible 3D scene arrangements.

Traditional methods for scene synthesis usually formu-
late the task as data-driven object placement [57], where
a scene with object instances is represented as a graph [3,
4, 39, 59], or is connected to human activities to build
a human-centric representation [12, 14, 31, 39]. Scene
priors are explicitly hard-coded based on design guide-
lines [32, 54], represented by frequency statistics (e.g., ob-
jects co-occurrence map) [3, 4, 10], inferred by affordance
map from human activities [12, 14, 22], or learned from ar-
rangement examples in 3D scenes [11, 14]. Given an initial
scene [14, 32, 54], a 2D sketch [51] or a text [3, 4], several
methods synthesize object placements under the guidance
of scene priors with different optimization strategies, e.g.,
manual interactions [4,32,42], iterative methods [12,14,29,
50] or non-linear optimization [3, 4, 11, 39, 51, 54, 55], to
maximize a plausibility score or a joint probability.

With deep learning techniques, many methods instead
learn scene priors with neural networks. They keep the

problem formulation and use recurrent networks [29, 36,
41, 47–49], feed-forward models [33, 58], GANs [53], or
VAEs [38, 52] to synthesize object poses recursively or in
one stage from an initial scene or random noise, and usually
require 3D information for training. In contrast, our method
directly learns the joint semantic and geometric distribution
of instances in scenes with 2D supervision, which enables a
general scene priors that supports semantic scene synthesis
from a latent random vector.

Single-view Scene Reconstruction Single image recon-
struction methods have also been designed around various
task-specific, data-driven scene priors [6, 15, 16, 18, 20, 21,
25–27,30,34,37,45,56]. Izadinia et al. [21] propose a deep
learning-based method to retrieve and align CAD models
to an input image. Further methods were developed with
a similar top-down approach to reconstruct a scene by de-
tection and retrieval, in which [20, 21, 25] use a render-
and-compare strategy. [18,26,27] improve the offline shape
retrieval with an end-to-end 2D-3D shape matching with
pose alignment. Other works focus on shape reconstruc-
tion instead of retrieval, where object shapes are learned as
meshes [15, 16, 34], volume grids [37, 45], or implicit func-
tions [30, 30, 56] with the supervision of paired 3D object
shapes or multi-view images. However, modeling scenes
with a top-down manner usually focuses on per-object per-
ception without any global scene reasoning. In contrast, we
focus on learning prior distribution of 3D scenes, to gener-
ate plausible object layouts conditioned on an input image.

3. Methodology
Our work aims to learn the prior distribution of 3D se-

mantic scenes. We formulate this problem by learning a
mapping f from a parameterized latent space Z to the scene
space S, and hope each sample z ∈ Z corresponds to a rea-
sonable 3D scene s ∈ S as in

s = f(z); z ∈ Z, s ∈ S. (1)

In Eq. 1, there are four key components: the parameteri-
zation of latent space Z and scene space S, the architec-
ture of f , and the losses to train f . We illustrate our ap-
proach in Fig. 2, the latent space Z is represented as a
unit hypersphere surface, each latent vector z sampled from
which conditions the generation of an object sequence with
our permutation-invariant transformer. We formulate a 3D
scene s ∈ S as a set of objects with their class categories,
positions and shapes, thus each object from the transformer
is decoded into a category label, a 3D bounding box and a
mesh with a completeness score indicating whether the gen-
erated scene is complete or not. Training our network only
needs 2D supervision. We design a 2D view loss between
the renderings of generated scenes and the ground-truth in-
stance masks under respective camera views.
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Figure 2. Overview of our approach. Our method represents each scene as a learnable latent vector z on a hypersphere. To build
mapping from the latent surface to the semantic scene space, we propose a permutation-invariant transformer to generate objects {xk}
autoregressively conditioned on previous objects and z. For each object feature, we regress its object class label, 3D bounding box, shape
feature and completeness score, which respectively represent the object layout, geometry, and the completeness of the output scene. We do
not require 3D supervision, and instead leverage differentiable rendering with multi-view 2D instance masks supervision.

3.1. Latent Space Parameterization

We parameterize the latent space Z as a unit hypersphere
surface. We choose a spherical surface as the latent rep-
resentation because it does not have strict boundaries (e.g,
uniform distribution), and sampling on it will not produce
outliers (e.g., gaussian distribution) [8], which guarantees
the continuity when moving from one latent vector to an-
other. We formulate the sampling process from Z as

z =

∑M
i=1 wi · ϕi

||
∑M

i=1 wi · ϕi||2
;
∑M

i=1 wi = 1, wi > 0 (2)

where {ϕi|ϕi ∈ RDz , ||ϕi||2 = 1} is a set of M fixed vec-
tors with unit length, which uniformly spreads on the sphere
surface. Dz is the dimension of the hypersphere. Therefore,
by sampling a set of weights {wi}, we can obtain a latent
vector z ∈ RDz for scene generation. Note that both {wi}
and our network f are learnable during training.

3.2. Permutation-invariant Transformer

We generate a sequence of objects in a scene, condi-
tioned on the latent vector z, in an autoregressive fash-
ion. New objects are generated conditioned on the previous
ones, which can be formulated as to estimate the distribu-
tion of

Pθ (x1, ...,xN |z) = Pθ (x1|z)
∏N

k=2 Pθ (xk|x1, ...,xk−1; z) ,
(3)

where xk denotes the k-th object feature. N is the maxi-
mal number of objects to be generated. θ is the trainable
network. Every new object xk is generated conditioning on
x1, ...,xk−1 and z.

We observe that objects in a scene are an unordered set,
where each permutation of an object sequence should be

equivalent to each other, e.g., [chair, table, lamp] should
be equivalent to [lamp, chair, table] given the three objects.
Thus, the generation of the next object xk should be in-
dependent to the order of previous objects {x1, ...,xk−1},
which can be formulated as

Pθ

(
xk|xp1

, ...,xpk−1
; z

)
= Pθ

(
xk|xq1 , ...,xqk−1

; z
)

1 ≤ pi, qi ≤ k − 1 and pi ̸= pj , qi ̸= qj , ∀ i ̸= j.
(4)

This requires our generation network to be permutation-
invariant to the input objects. We model this step using a
transformer backbone [23], which is illustrated in Fig. 3.
Inspired by [36, 46] where removing the positional encod-
ing in a transformer encoder makes the network agnostic
to the object order, we consider this design and encode
permutation-invariant scene context Fk ∈ Rk×Dz from pre-
vious objects {x1, ...,xk−1}. Note that x0 in Fig. 2 and 3
is a learnable start token which indicates an empty room.

Fk contains attention signals between object pairs and
the scene context feature. We use Fk as the keys and values,
and the latent vector z as the query to infer the next object
based on the scene context. We adopt a transformer decoder
for object inference, where we also do not use positional
encoding. Afterwards, it outputs the next possible object
xk ∈ RDz . We forward this step autoregressively to obtain
an object feature sequence {x1, ...,xN}.

3.3. Layout and Shape Decoder

In this section, we decode object features {xk} into a set
of object categories, 3D bounding boxes and shapes.

Scene Parameterization We focus on indoor scenarios,
and represent a 3D scene in a world coordinate system with
the floor center located at the origin. Each object inside
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Figure 3. Transformer for autoregressive object generation. From
the start token x0, we design a permutation-invariant transformer
to autoregressively generate a new object feature xk by querying
the encoded scene context Fk with the latent vector z.

is characterized by its class label l ∈ L, axis-aligned 3D
bounding box with size s ∈ R3 and center c ∈ R3, and 3D
mesh M ∈ M in the canonical system, where L denotes all
class categories and M is the shape space.

Layout Decoder We adopt a layout decoder to estimate
the class category lk, box center ck, size sk and complete-
ness score pk from each object feature xk, which is imple-
mented by two MLPs respectively:

{lk, ck, sk,pk} = MLP2(MLP1(xk)), k = 1, ..., N. (5)

The completeness pk is a binary score of whether xk is the
last object or not, indicating whether we should continue
object generation.

Shape Decoder We estimate object shapes by deforming
a template sphere from xk. Inspired by [17], we use MLPs
to learn the offsets from vertices V ∈ R|V |×3 on the tem-
plate sphere to the target surface by

∆vk = MLP3(Concat[MLP1(xk),v]),v ∈ V , (6)

where V denotes the set of vertices on the template; MLP3
is an point-wise MLP, and we share MLP1 with Eq. 5. Af-
terwards, the vertices of the k-th object mesh Mk is pre-
dicted as Sk = {v+∆vk}. Note that Mk is in a canonical
system, which is transformed to the world system with the
bounding boxes in Eq. 5 by ok = sk ·Mi+ ck. Finally, we
obtain {ok} as the set of output objects in a scene.

3.4. View Loss

Instead of using 3D data, our method leverages multi-
view posed instance masks with tracks to supervise layout
and shape generation. We consider T views in a 3D scene
with n tracked objects {ogt

j }, j=1,...,n. Each object ogt
j is

observable in Tj views, where Tj ⊆ T . We denote mp
j

as the mask of object ogt
j observed in the view p ∈ Tj .

For each mask mp
j , there are a class label lgtj and camera

parameters camp.
We train our model with a set of view losses between

the ground-truth masks and the renderings of generated ob-
jects. We illustrate our training strategy in Fig. 4, which

Figure 4. Optimization strategy for layout and shape training. We
train layout learning and mesh deformation end-to-end with two
stages to guarantee that objects are deformed after alignment.

is trained end-to-end with two stages: 1) layout pretrain-
ing and 2) layout+shape joint learning. We pretrain the
layout first because 1) shape deformation from 2D requires
an ideal alignment between its renderings and ground-truth
masks; 2) differentiable rendering is not required in the first
stage thus the efficiency is largely improved.

Layout Loss Our network is initialized with all objects
{ok} at the floor center. In the first stage, we learn the
object layout without shape decoding (i.e., ∆vk = 0 in
Eq. 6). Only object categories, centers, sizes and complete-
ness scores are optimized ({lk, ck, sk,pk}). Therefore, we
define the layout loss Llayout as the combination of 1) clas-
sification loss Ll; 2) 2D bounding box loss Lbox; 3) com-
pleteness loss Lp, and 4) frustum loss Lf .

For an object prediction ok, we project the vertices on its
mesh to all views in T and calculate the 2D bounding boxes
Bk = {b1, ..., bT }k. For each ground-truth object ogt

j , we
also have its 2D bounding boxes Bgt

j = {b1, ..., bTj}gtj
in Tj views. We let lk as the predicted class label of
ok, and lgtj as the ground-truth label of ogt

j respectively.
For each prediction pair (Bk, lk), we adopt the Hungar-
ian algorithm [2, 43] to find its optimal bipartite matching
(Bgt

σ(k), l
gt
σ(k)) from the ground truth. Therefore we can ob-

tain the matches from each prediction ok to a ground-truth
ogt
σ(k), which is the basis of our loss functions. For details

of Hungarian matching, we refer to the supplemental.
Based on Hungarian matching, our layout loss can be

formulated as

LL = λlLl + λboxLbox + λpLp + λfLf , (7)

where Ll is the cross-entropy loss between lk and lgtσ(k) for
object classification; Lbox is the average L1 distance be-
tween 2D bounding boxes in Bk and Bgt

σ(k) on each view of
Tσ(k); Lp is the binary cross entropy loss to judge whether
ok is the last object or not. For objects whose initial position
is not located in a view frustum of their matched ground-
truth, we design a frustum loss Lf to enforce their 3D cen-
ter c moving into the target frustum. Further details can be
found in the supplemental.
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Shape Loss After the layout loss converges, we switch
on the shape decoder in Eq. 6 and use 2D instance masks
{mp

j} for mesh deformation. In addition to 2D bounding
boxes, we also render the soft silhouettes of each ok on all
views T , by a soft silhouette shader from [40]. The shape
loss of ok is defined as a multi-view mask loss as

LS =
∑

p∈Tσ(k)
BCE(rpk,m

p
σ(k))1[IoU(rpk,m

p
σ(k)) > 0.5],

(8)
where rpk is the rendering of ok in view p ∈ Tσ(k); m

p
σ(k)

is the corresponding mask of ogt
σ(k). For pairs whose IoU

larger than 0.5, we use binary cross entropy to calculate the
mask loss, which is inspired by [16] that we only use those
well-aligned masks for supervision. We optimize LS to im-
prove object mesh deformation.

Finally, we train the our network end-to-end with L =
LL + λSLS . All losses above are averaged across all ob-
jects. {λ} are weights that balance the losses.

4. Experiment Setup
Datasets and Tasks We train and test our method on
two downstream tasks: 3D scene synthesis and single-view
scene reconstruction.

For scene synthesis, we use the 3D-FRONT [13] dataset
for training and evaluation as in [36, 52]. 3D-FRONT is a
synthetic indoor scene dataset with 18,968 rooms populated
with 3D furniture objects, wherein we choose bedrooms and
living rooms for our training and testing. We use [9] to sam-
ple virtual camera poses in each room and render the 2D in-
stance masks for objects under different views, which pro-
duces 102,268 views in 3,922 bedrooms (≈5.53 objects in
each room), and 80,997 views in 1,496 living rooms (≈9.82
objects in each room). For each room type, the train/test
split ratio is 9:1 over rooms. We provide additional render-
ing details in the supplemental.

For single-view scene reconstruction, we use the Scan-
Net dataset [7] for benchmarking. ScanNet is a real indoor
scene dataset with 1,513 rooms in 21 room types. It pro-
vides 3D scans with semantic instance labels, as well as 2D
scanning data where each room is captured into an RGB
video sequence, and each frame contains a calibrated cam-
era pose and 2D instance masks with tracking IDs. We uni-
formly sample up to 100 frames on each video and obtains
108,059 valid frames from all scenes. We use the official
train/val split for our training and evaluation.

Implementation For each task, we train our network on
4 NVIDIA 2080 Ti GPUs with batch size at 16. Each sam-
ple in a batch contains a scene with 20 randomly sampled
views. We augment each scene in 3D-FRONT and ScanNet
with axis-aligned rotations by 90, 180, 270 degrees. As in
Sec. 3.4, we train our network end-to-end with two stages.
We first train the layout learning in first 800 epochs, fol-
lowed by the shape learning with 500 epochs. We use Adam

as the optimizer with initial learning rate 1e-4, which is de-
cayed by 0.1× after 300 epochs, in both of the two stages.
The losses are weighted by λl=λp=λf=1, λbox=5, λS=2 to
balance loss values. For layer and differentiable rendering
specifications, we refer to the supplemental.

For scene synthesis, we randomly sample latent vectors
by Eq. 2 to synthesize diverse scenes. For single-view re-
construction, we freeze the generation network and take the
single-view instance masks as the ground-truth to optimize
the latent vector with our loss function. After it converges,
we generate the 3D scene with the learned latent vector. We
provide additional details about this optimization step in the
supplemental.

Evaluation Metrics We evaluate our method on the tasks
of scene synthesis and single-view scene reconstruction us-
ing 3D-FRONT and ScanNet respectively. For scene syn-
thesis, we generate 1000 scenes for each method and use
FID score (FID), scene classification accuracy (SCA) and
category KL divergence (KL) from [36] to measure the
generation plausibility against the ground-truth in the test
set. We refer readers to [36] for their definitions. For
FID and SCA calculation, we render the generated and the
ground-truth scenes into 5122 images with a top-down or-
thographic projection, where each object is textured with a
unique category-specific color. We unify this setting among
all baselines for a fair comparison.

For single-view reconstruction, we use the metrics of 3D
box IoU and chamfer distance between generated objects
and the ground-truth. 3D box IoU measures the layout ac-
curacy by comparing the 3D object bounding box between
each ground-truth object and the prediction. Chamfer dis-
tance measures the accuracy of both layout and shape pre-
diction. It calculates the point-wise L2 distance between
generated object surface points and the ground-truth.

5. Results and Analysis
We evaluate our method qualitatively and quantitatively

on the tasks of scene synthesis and single-view reconstruc-
tion in comparisons with state-of-the-art baselines, as well
as scene interpolation and an ablation analysis on different
network configurations.

5.1. Scene Synthesis

Baselines Since there are no previous works that synthe-
size 3D semantic instance scenes by learning from only 2D
supervision, for a fair comparison, we use several state-of-
the-art baselines while train them under 2D supervision.
Additionally, we also compare with the state-of-the-art
methods which use 3D training data, to explore the bound-
ary of scene synthesis by learning with only 2D supervi-
sion. We consider the following baselines: 1) ATISS [36],
a transformer encoder-based method that learns the distri-
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(a) ATISS [36] (b) Sync2Gen [52] (c) Ours (w/o retrieval) (d) Ours

Figure 5. Qualitative comparisons with the state-of-the-art on scene synthesis. Note that both ATISS [36] and Sync2Gen [52] use 3D data
for training while our method learns with only 2D supervision.

bution of 3D object bounding box properties. By progres-
sively sampling from each property distribution, it generates
a sequence of object boxes as the output. 2) Sync2Gen [52],
a VAE-based method that maps a scene arrangement (pa-
rameterized with a sequence of 3D object attributes) to it-
self. After training, a 3D scene can be generated by sam-
pling from the bottleneck latent distribution. 3) ATISS-
2D. We use the transformer in ATISS [36] as the backbone
and adapt it to be trainable under 2D supervision with our
view loss. 4) GAN. We customize the generative adversary
network for semantic scene synthesis from [53] to make
it trainable with only 2D supervision. 5) LSTM. We re-
place our transformer with an LSTM network, while keep-
ing other modules unchanged. Detailed architecture spec-
ifications are given in the supplemental. We train/test all
methods on the same split for fair comparisons.

Qualitative Comparisons Fig. 5 visualizes the qualita-
tive comparisons with ATISS [36] and Sync2Gen [52],
which are the state-of-the-art scene synthesis methods us-
ing 3D object data for training. While our method learns
with only 2D supervision. Both the two methods add a
shape retrieval post-processing to obtain object CAD mod-
els for evaluation. For fair comparison, we adopt shape re-
trieval by using Chamfer distance to measure the similarity
between our reconstructed shape and CAD models in 3D-
FRONT. We provide the details in the supplemental. From

Fig. 5, we observe that ATISS is vulnerable to the pene-
tration issues between object bounding boxes (row 2,3,4,6).
Sync2Gen addresses this by involving a Bayesian optimiza-
tion post-processing to refine object placement based on a
3D object arrangement prior, but it is still vulnerable to pen-
etration issues (row 1,2,6). Our method learns object layout
and shape from only 2D data, where we learn each object
conditioned on the existence of previous generated objects
under the multi-view constraint, which helps to avoid object
intersections and produces plausible scene arrangements.

Quantitative Comparisons Tab. 1 presents the quantita-
tive comparisons between methods under different super-
vision sources. We observe that our method achieves bet-
ter FID, SCA and KL scores against these methods using
the same 2D supervision, which indicates that we produce
better generation plausibility and more realistic object cat-
egory distribution. To explore the boundary of our method,
we also compare with prior arts which use 3D supervision.
The results show that our method still presents better visual
plausibility (FID and SCA scores) than ATISS, and shows
comparable performance against Sync2Gen.

5.2. Single-view Reconstruction

Baselines We evaluate our method on single-view in-
stance reconstruction from real images, and compare with
the prior arts which use 3D supervision: Total3D [34] and
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(a) Input (b) Total3D [34] (c) Im3D [56] (d) Ours

Figure 6. Qualitative comparisons with the state-of-the-art on single view reconstruction. Note that both Total3D [36] and Im3D [52] use
3D data for training while our method learns from only 2D supervisions. For each method we present the reconstruction result from both
the image view and a global view. For our method, we also provide the reconstruction result without shape retrieval on the left.

Bedroom Living room
Supervision FID (↓) SCA KL (↓) FID (↓) SCA KL (↓)

ATISS [36] 3D 26.82 0.97 0.01 50.02 0.97 0.02
Sync2Gen* [52] 3D 25.24 0.80 0.03 35.34 0.88 0.02
Sync2Gen [52] 3D 23.86 0.83 0.02 35.60 0.86 0.08
ATISS-2D [36] 2D 38.13 0.96 0.10 65.07 0.98 0.36
GAN [53] 2D 24.42 0.97 0.05 44.76 0.99 0.08
LSTM 2D 67.97 1.00 0.30 86.77 1.00 0.26
Ours 2D 21.59 0.85 0.03 40.47 0.96 0.02

Table 1. Quantitative comparisons on scene synthesis. Note that
SCA score closer to 0.5 is better. Sync2Gen* is the version of [52]
without Bayesian optimization. ATISS-2D is customized from
ATISS [36] while using our 2D view loss. GAN is customized
from [53] with using only 2D supervision.

Im3D [56]. Both of them learn 3D scenes with a fully super-
vised manner, i.e., they require ground-truth object meshes,
2D detections, 3D posed object bounding boxes, and cam-
era poses for training, while our method learns from multi-
view 2D instance masks with camera poses. We also com-
pare with USL [16] which is an unsupervised method with-
out using 3D supervision. Similar with ours, they require
multi-view tracked instance masks for learning. We train
and test all methods using the official split on ScanNet. For
Total3D [34] and Im3D [56], we use their pretrained model
and finetune their 3D detector on ScanNet. For finetuning,
we uniformly sample up to 20 views to cover each scene,

with each view contains at least three objects, which pro-
duces 11,395 valid views. For USL [16], we reproduce their
network due to the unavailability of an official implementa-
tion, and train it on the same data with ours. For fair com-
parison, we use ground-truth 2D object detections and cam-
era poses as the input for training and testing all baselines.

Qualitative Comparisons Fig. 6 presents the qualitative
comparisons with Total3D [34] and Im3D [56], which are
the state-of-the-art single-view scene reconstruction meth-
ods. Both Total3D [34] and Im3D [56] pretrain their shape
generator on a 3D shape dataset [44]. To produce better
object geometry, our method keeps the shape retrieval in
Sec. 5.1 while using the ShapeNet [5] dataset to retrieve
CAD models given object positions and meshes. We ob-
serve that Total3D presents better mesh quality than Im3D.
However, since objects in ScanNet images are usually oc-
cluded due to the high scene complexity, it struggles to es-
timate 3D object poses from 2D detections and results in
erroneous object placement (row 1,3,5,6). Im3D addresses
this by involving a refinement stage to improve object lay-
out. However, for those severely occluded or partially visi-
ble objects, it is vulnerable to object penetration issues (row
1,3,7). Instead of detecting 3D objects from 2D detections
(as in Total3D and Im3D), our method focuses on the prior
learning of object arrangements, i.e., to understand what a
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Supervision 3D Box IoU (↑) CD (↓)
Total3D [34] 3D 0.15 1.36
Im3D [56] 3D 0.23 0.84
USL* [16] 2D 0.10 1.73
Ours (w/o retrieval) 2D 0.25 1.01
Ours 2D 0.27 0.79

Table 2. Quantitative comparisons on single-view reconstruction.
Note that USL* is reproduced from [16] due to the unavailability
of the official implementation.

reasonable object layout looks like in multiple views, which
helps to produce better scene configurations.

Quantitative Comparisons Tab. 2 presents the quantita-
tive comparisons, where we observe that Total3D [34] and
USL [16] struggles to detect 3D object bounding boxes
from 2D detections (lower 3D Box IoU) because both of
them predict object centers by depth estimation, which is
still a challenging problem due to the ambiguity. Our
method attempts to reconstruct a plausible scene from the
learned scene prior conditioned on the input instance masks,
which presents more reasonable 3D object bounding boxes.
Since training and testing our method requires instance
masks for supervision, the mask quality has a direct influ-
ence to our reconstruction results. However, mask artifacts
are inevitable in real images (row 1-5 in Fig. 6 (a)). By
learning shapes from multi-view observations with a naive
shape retrieval post-processing, our method presents con-
vincing object layouts and geometries.

5.3. Discussion

Scene Interpolation Fig. 7 presents the interpolation re-
sults between two scenes. Given the latent vectors of two
scenes, we interpolate intermediate vectors by sampling
from the geodesic curve between them on the hypersphere
surface (see Fig. 1). By decoding them, we can obtain the
interpolated scenes. The transition between intermediates
results show that our method interpolate not only the object
pose and geometry but also the semantics and scene con-
text, where the interpolated scenes are constrained with a
reasonable scene layout.

Ablations In Tab. 3 we investigate the effects of each
submodule in scene synthesis, i.e., hyper-spherical latent
space, permutation-invariant transformer, and stage-wise
layout and shape learning, by replacing them with uniform
latent space parameterization (c1), LSTM (c2), and one-
stage layout and shape training (c3), respectively. From
the results, we observe that our transformer plays the most
important role. LSTM encodes object order information.
However, objects in a scene is an unordered set, and our
transformer learns the permutation-invariant context to pre-
dict the next object recursively, which largely improves our
performance. The hypersphere parameterization and stage-

Bedroom Living room
FID (↓) SCA KL (↓) FID (↓) SCA KL (↓)

c1 30.61 0.96 0.24 95.51 1.00 0.38
c2 67.97 1.00 0.30 86.77 1.00 0.26
c3 24.24 0.90 0.04 43.43 0.98 0.03
Ours 21.59 0.85 0.03 40.47 0.96 0.02

Table 3. Ablation analysis on different configurations.

Figure 7. Scene interpolation between two samples (the leftmost
and the rightmost).

wise training further increases the output plausibility and
stabilizes the learning process, and combining them deliv-
ers the best performance.

Limitations Since training our network requires 2D
posed images with instance masks, erroneous camera poses
or mask labels would mislead the learning process. We be-
lieve an interesting direction for future work is to incorpo-
rate an uncertainty model to learn stable scene priors from
noisy masks and camera poses.

6. Conclusion
We have presented a novel approach to learn the prior

distribution of object layouts and shapes in 3D scenes with
only 2D supervision. Our proposed method represents a 3D
scene as a latent vector. By decoding it autoregressively
using a permutation-invariant transformer, we recover a se-
quence of object instances characterized by their class cat-
egories, 3D bounding boxes and meshes. Since collecting
3D data at scale is expensive and intractable, we design a 2D
view loss to train object generation using only 2D supervi-
sion. We demonstrate that such prior learning approach en-
ables various downstream tasks, i.e., scene synthesis, inter-
polation and single-view reconstruction, and produces con-
vincing scene arrangements. We hope that this establishes a
step towards a universal self-supervised scene estimator that
mimics human vision to understand, emulate and create 3D
surroundings from only image observations.
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