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Abstract

We propose a visual-linguistic representation learning
approach within a self-supervised learning framework by
introducing a new operation, loss, and data augmentation
strategy. First, we generate diverse features for the image-
text matching (ITM) task via soft-masking the regions in an
image, which are most relevant to a certain word in the cor-
responding caption, instead of completely removing them.
Since our framework relies only on image-caption pairs
with no fine-grained annotations, we identify the relevant
regions to each word by computing the word-conditional vi-
sual attention using multi-modal encoder. Second, we en-
courage the model to focus more on hard but diverse exam-
ples by proposing a focal loss for the image-text contrastive
learning (ITC) objective, which alleviates the inherent lim-
itations of overfitting and bias issues. Last, we perform
multi-modal data augmentations for self-supervised learn-
ing via mining various examples by masking texts and ren-
dering distortions on images. We show that the combina-
tion of these three innovations is effective for learning a
pretrained model, leading to outstanding performance on
multiple vision-language downstream tasks.

1. Introduction

Vision-language representation learning aims at opti-
mizing a joint embedding model for the data in both the
image and text domains, where the learned representa-
tions are transferred to solve various vision-language down-
stream tasks including image-text retrieval [20, 27, 32], vi-
sual question answering [1, 3, 29, 44], visual reasoning [37,
41], etc. With the introduction of large-scale image-text
datasets [18,27,31,36] and the recent advances in language
models [2, 7, 40], research for vision-language representa-
tion learning [4, 17, 21, 24, 28] has been actively exploring
self-supervision tasks such as image-text matching (ITM),
masked language modeling (MLM), and image-text con-
trastive learning (ITC).

During the pretraining stage, the model solves the tasks
based only on image-caption pairs with no fine-grained an-
notations, i.e., annotations of region-word relations. Thus,

Text : A zebra next to a deer

(a) Our soft mask (b) Random hard mask

Figure 1. Illustration of the difference between the proposed soft
feature masking and the random hard feature masking. The ran-
dom hard feature masking has a risk of completely removing the
important regions while our soft feature masking strategy still pre-
serves the regions.

the model focuses on the most discriminative regions in im-
ages, which typically correspond to the primary objects in
the scenes. Hence, the model lacks a comprehensive under-
standing of various attributes observed in images despite de-
tailed descriptions in captions. To alleviate this limitation,
we propose the following three techniques for diversifying
observations, eventually resulting in performance improve-
ment of learned representations.

First, we devise a soft masking technique on visual fea-
tures for training, which suppresses activations at the dis-
criminative parts in an input image with respect to a cer-
tain word in its caption. The proposed soft feature mask-
ing makes a model focus on the regions that are initially
paid less attention to and synthesizes diverse samples dur-
ing the training procedure. To be specific, we first utilize
the cross-attention map of image and text features derived
by the multi-modal fusion encoder and identify salient re-
gions in the image by computing the word-specific Grad-
CAM [35] of the image-text matching score. Then we feed
a softly-masked image feature to the fusion encoder for
learning to match the features of both modalities. While the
most straightforward way to augment diverse visual features
is to employ discrete hard masks as recent trends [12, 42],
which aim to reconstruct images, our approach suppresses
information in images using the soft masks with real-valued
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weights instead of completely removing the content relevant
to input text. Figure 1 illustrates the difference between the
proposed soft mask and the random hard (discrete) mask.

Second, we also encourage the model to focus more on
hard examples by adopting a focal version of the ITC loss.
The focal loss [26] is originally designed for object detec-
tion to prevent overfitting and class imbalance problems,
and a similar idea turns out to be effective for our contrastive
learning task. This is partly because our task still has over-
fitting issues for easy examples and is also biased toward
negative examples. Since large-scale image-caption corpora
are composed of multiple datasets with large domain gaps, a
model distinguishes a lot of samples from different datasets
very easily [6]. Hence, we propose the focal ITC loss for
our model to achieve more balanced training.

In addition to the two components discussed above, we
perform multi-modal data augmentations, which include di-
verse strong augmentations proposed in [43] and binary
masks to captions for the ITM task. Strong data augmen-
tations have been believed to harm vision-language mod-
els [16, 39] by breaking the semantic consistency of the
image-text pair, but we argue that this does not hold for
the large-scale vision-language representation pretraining,
as also shown in recent studies [15,25]. Note that the use of
binary masks in ITM also homogenizes text inputs with the
masked language model (MLM) task.

The organization of this paper is as follows. We first
discuss related works about vision-language representation
learning in Section 2 and provide the preliminaries about
vision-language representation learning in Section 3. Sec-
tion 4 discusses the vision-language representation learning
approach equipped with our ideas. We demonstrate the per-
formance of the proposed approach on multiple downstream
tasks in Section 5 and conclude this paper in Section 6.

2. Related Works
Vision-language representation learning approaches are

mainly split into the methods equipped with the pretrained
object detector [4, 10, 24, 28, 38, 45] and the ones with a
detector-free visual encoder [9, 13, 17, 21, 43]. Among lots
of literature about the topic, below we provide the ones that
are most related to ours.

Following the studies for various vision-language tasks
such as visual question answering [1, 3, 44] and image-
text matching [19, 22], research in the early day adopted
a bottom-up strategy with a pretrained object detector, e.g.,
Faster R-CNN [34], as a visual encoder. ViLBERT [28] and
LXMERT [38] directly extend BERT [7] by constructing
co-attention-based frameworks with two separate modality-
specifc streams. There exist some approaches deploying
single-stream transformers as fusion encoders. UNITER [4]
proposes word-region alignment loss and investigates vari-
ous mask modeling objectives. Meanwhile, OSCAR [24]

incorporates object tags from detection results as anchors to
reduce the gap between image and text embedding spaces.
Based on [4], [10] adopts an adversarial training strategy to
improve generalization capability, although being yet time-
consuming. Recently, [45] studies the effect of an improved
object detector and provides rich object embeddings.

However, approaches incorporating fixed pretrained ob-
ject detectors as their visual encoders have several draw-
backs. First, the visual encoders cannot be trained dur-
ing training, due to the high computation cost. Although
detector-based visual encoders provide rich embeddings for
the pre-defined object categories, they suffer from the lack
of information about the objects that are not seen during
the training of the detection model. Second, the visual em-
beddings are learned from bounding box regions focusing
on objects. Hence, the reasoning process fails to learn the
global context from the outside of the bounding boxes, such
as the background.

To address such drawbacks, recent works attempt to
build models with detector-free visual encoders. For ex-
ample, VilT [17] feeds the linear projections of grid-patch
embeddings within an image, but shows lower performance
due to the lack of the deep visual encoder. SOHO [13]
discretizes the embedding of an input image using an end-
to-end trainable CNN-based visual encoder with a visual
dictionary. ALBEF [21] adopts a Vision Transformer [8]
and proposes to align the intermediate features of two
modalities before being fused, using contrastive objective.
TCL [43] further learns to maximize the mutual informa-
tion between local regions and global embeddings in each
modality, based on the features from [21]. CODIS [9] pro-
poses a multimodal codebook learning, and bridges the gap
between two modalities. While our work shares the basic
architecture with [21] and [43], its main goal is to take ad-
vantage of softly masked visual features and incorporate
various regularization techniques through the construction
of diversified examples.

3. Preliminaries
This section discusses the details of baseline architec-

tures and self-supervised learning tasks, which are widely
used for vision-language representation learning.

3.1. Multi-Modal Representation Learning

The model consists of a visual encoder fv , a text en-
coder ft, and a multi-modal encoder fmm. Each encoder
has a paired momentum encoder and the model stores his-
torical [CLS] tokens for training. An input image I is first
patchified into a sequence of small grid patch tokens, I . We
encode a set of image patch tokens, I , into a sequence of
embedding tokens using an image encoder, fv , and obtain
Vemb = {v0,v1, ...,vN}, where v0 denotes the [CLS] to-
ken feature and N is number of the patches in the input im-
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Figure 2. Illustration of the proposed framework. Given the image and the masked text data, we encode them to obtain the sequences of
unimodal embedding tokens from both modalities. Each encoder has a paired momentum model updated by the moving-average, which we
omit in the figure for simplicity. For the unimodal level, the model optimizes ITC objective to align the embedding space of each modality
before fusing them (Section 3). We feed the sequences of embedding tokens to the multi-modal encoder to aggregate the information of
both modalities and learn to solve ITM and MLM tasks (Section 3). We propose to additionally employ soft masked visual features for
learning complement attributes from the image (Section 4.1). We generate the soft masks from the Grad-CAM of the positive matching
score with respect to the cross-attention map of the multi-modal encoder. We randomly select one of the word-wise Grad-CAM and use
the normalized Grad-CAM as a soft mask for the visual feature. Our generated soft-masked visual feature works as a hard but diversified
sample by softly-masking the important regions while not perfectly removing them. Moreover, we introduce the focal version of ITC,
where the model focuses more on the hard examples (Section 4.2).

age. Likewise, we tokenize an input text T into a sequence
of word tokens T , and the text encoder embeds T into a
sequence of text features Temb = {t0, t1, ..., tL}, where t0
denotes the [CLS] token feature and L is the length of the
input text. The image features Vemb are fused with the text
features Temb through a cross-attention at each layer of the
multi-modal encoder. The multi-modal encoder, fmm, out-
puts the joint embedding tokens of two modalities, Memb =
{m0,m1, ...,mL}, where m0 denotes the [CLS] token
feature. Note that |Temb| = |Memb| = L + 1, since the
multi-modal encoder takes Temb as its query and fuses Vemb
and Temb via a cross-attention mechanism. Based on this
configuration, we perform multi-modal self-supervised rep-
resentation learning by using the following objectives.

3.2. Self-Supervised Learning Objectives

We discuss three tasks based on self-supervision, which
are widely used for multi-modal representation learning.

Image-Text Contrastive Learning (ITC) ITC aligns two
modality-specific representations, i.e., [CLS] tokens de-
noted by v0 and t0 for an image and a text, before their
aggregations using a multi-modal fusion encoder. In other
words, ITC enforces an image-text pair, (v0, t0), to be close
if they are matched, and to be far away otherwise. Fol-

lowing ALBEF [21], we adopt two momentum queues for
storing recent [CLS] token features from two unimodal en-
coders, i.e., v0 and t0, and use them as additional examples
for contrastive learning. Formally, the similarity between I
and T , s(I, T ), is defined as

s(I, T ) = hv(v0)
Tht(t0), (1)

where hv(·) and ht(·) are linear projection layers. Then, for
each I and T , the image-to-text similarity score for the ith

example is defined as

p
(i)
v2t =

exp(s(Ii, Ti)/τ)∑B+Q
j=1 exp(s(Ii, Tj)/τ)

, (2)

where τ is a learnable temperature, B denotes the size of
mini-batch, andQ is the size of the momentum queue. Note
that {Tj |j = B + 1, ..., B +Q} is a set of the negative text
samples stored in the momentum queue. We also define
p
(i)
t2v , text-to-image similarity score for the ith data, in the

same way. The ITC loss, which is the sum of InfoNCE
losses [30] in two directions, is then given by

LITC = − 1

2B

B∑
i=1

[
log p

(i)
v2t + log p

(i)
t2v

]
. (3)
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Image-Text Matching (ITM) The ITM task aims to clas-
sify whether a given image and text pair is matched or not.
The classification score of the ith image-text pair in a mini-
batch, q(i)

ITM ∈ R2, is obtained by feeding the final joint em-
bedding feature, m0, to a binary linear classifier hitm(·),
which is given by

q
(i)
ITM = hitm(m

(i)
0 ) = hitm(fmm(V

(i)
emb,T

(i)
emb)[0]). (4)

The ITM loss is defined as

LITM =
1

S

S∑
i=1

H
(
y
(i)
ITM, q

(i)
ITM

)
, (5)

where y
(i)
ITM is a one-hot vector representing the ground-

truth label, S denotes the number of image-text pairs, and
H(·, ·) stands for the cross-entropy function.

Masked Language Modeling (MLM) MLM aims to pre-
dict the masked text by employing both the image and the
contextualized text. Following BERT [7], the text tokens
of the ith text from the image-text pair, T (i), are randomly
masked out with a probability of 15%, and then the special
token [MASK] replaces the selected tokens, which results
in T̂ (i). Given the output of multi-modal encoder, the prob-
ability of a masked token over the predefined vocabulary,
q
(i)
MLM ∈ R30522 is obtained by feeding the joint embedding

feature of the masked text token, m(i)
mask ∈M

(i)
emb, to a linear

classifier hmlm(·) as

q
(i)
MLM = hmlm(m

(i)
mask). (6)

Then, the MLM objective is defined as follows:

LMLM =
1

S

S∑
i=1

E(I,T̂ )∼D

[
H
(
y
(i)
MLM, q

(i)
MLM

)]
. (7)

4. Method
This section describes the proposed approach, includ-

ing text-driven soft feature masking, focal image-text con-
trastive learning, and multi-modal data augmentation. Fig-
ure 2 illustrates the overall procedure and network architec-
ture of our approach.

4.1. Text-Driven Soft Feature Masking

Our model is pretrained based only on image-caption
pairs and is prone to overfit discriminative regions in im-
ages as often observed in image recognition tasks. Hence,
the model may not be able to understand the details of input
images despite the availability of matched captions.

To tackle this issue, we propose to learn multi-modal
representations by matching the masked image embedding

and the corresponding text embeddings. Contrary to a com-
mon hard masking strategy, we generate soft masks by us-
ing the concept of Grad-CAM [35], which highlights the
relevant parts in an image on the output of the learned
model. Because it is critical to maintain crucial information
in an input image for accurate matching between images
and texts while augmenting hard examples by partly mask-
ing informative regions, we believe that soft masking based
on a word-conditional Grad-CAM is a reasonable idea and
adopt it as a new operation in our algorithm. As shown in
the right-hand side of Figure 2, the word-conditional Grad-
CAM effectively captures the discriminative regions, which
correspond to the objects in general, even for stop-words.

Specifically, for the ith image-text pair in a mini-batch,
we first identify salient regions in the image by comput-
ing the Grad-CAM of the initial image-text matching score,
q
(i)
ITM, using the cross-attention map of the image and text

embeddings given by the multi-modal fusion encoder. Let
A

(i)
k ∈ R(L+1)×(N+1) denote the cross-attention map in the

kth transformer block of the multi-modal encoder. We ob-
tain the Grad-CAM denoted byA(i)

GCAM ∈ R(L+1)×(N+1) of
the positive matching score with respect to A(i)

k as

A
(i)
GCAM =

1

K

K∑
k=1

ReLU

(
∂q

+(i)
ITM

∂A
(i)
k

�A(i)
k

)
, (8)

where q+(i)
ITM denotes the positive matching score of the ITM

task, which is equal to q
(i)
ITM[1]. Note that we aggregate the

Grad-CAM maps from all cross-attention layers to obtain a
more accurate Grad-CAM.

Among L+ 1 word tokens, including the [CLS] token,
we randomly sample a single word index from a uniform
distribution and obtain the corresponding word-conditional
Grad-CAM. The rationale behind the random selection is to
boost stochasticity and obtain attention for diverse regions
during training. Let iw be the index of the sampled word.
Then, the text-driven soft mask for an image embedding,
M(i)

soft ∈ RN+1, is given by

M(i)
soft = 1− Â(i)

GCAM[iw], (9)

where Â(i)
GCAM[iw] is the normalized value of A(i)

GCAM[iw]
with min-max clipping. We compute the masked embed-
ding V̂

(i)
emb, which is given by

V̂
(i)

emb =M(i)
soft � V

(i)
emb, (10)

and feedforward it to the multi-modal encoder to obtain new
multi-modal joint embedding, M̂ (i)

emb. By classifying m̂
(i)
0

with hitm, we obtain the prediction scores for the masked
soft feature as

q̂
(i)
ITM = hitm(m̂

(i)
0 ) = hitm

(
fmm(V̂

(i)
emb,T

(i)
emb)[0]

)
. (11)
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Then, the ITM loss of the soft masked feature is defined as

L∗ITM =
1

S′

S′∑
i=1

H(y
(i)
ITM, q̂

(i)
ITM), (12)

where y
(i)
ITM is the same ground-truth vector used in (5) and

S′ is the number of positive pairs in a mini-batch.

4.2. Focal Image-Text Contrastive Learning

To boost the regularization effect from hard examples,
we design a variant of the ITC loss, which is similar to the
focal loss [26]. We define the focal ITC loss as

L∗ITC = (13)

− 1

2B

B∑
i=1

[
(1− p(i)v2t)γ log p

(i)
v2t + (1− p(i)t2v)γ log p

(i)
t2v

]
,

where γ is a modulating factor to reduce weights for easy
samples and is set to 2 following the original version of the
focal loss. The proposed focal ITC loss alleviates the over-
fitting to easy examples while handling the class imbalance
issue effectively. Since large-scale image-caption corpora
are composed of multiple datasets with large domain gaps, a
model distinguishes a lot of samples from different datasets
easily, as also revealed in [6]. Hence, in this sense, the focal
ITC loss is particularly useful for our training scheme.

4.3. Multi-Modal Data Augmentation

We perform multi-modal data augmentations (MM-
DAs), which include diverse strong augmentations pro-
posed in [43] and binary masking to captions for the ITM
task. We propose to generate hard positive samples by ap-
plying strong augmentations on both modalities. We crop
images randomly to resolution 256 × 256 and apply Ran-
dAugment [5]. We also perform color distortions such as
random color jittering, random grayscale conversion, and
random Gaussian blur. On the text side, we replace T with
T̂ . As illustrated in Section 5.5, such a simple augmentation
strategy turns out to improve performance despite the pre-
conception that it deteriorates semantic relations on vision-
language tasks. Note that the data augmentation also affects
the ITC. We reduce the computational cost of the whole
framework because we now perform forward the text en-
coder just once unlike the previous works [21, 43]1. Such
the saved cost allows us to compute another forward pass
for soft masking and optimizing L∗ITM in (12). The analysis
on computation cost is presented in Section 5.6.

1While the papers described their models as if they learn ITM with
augmented images and masked texts, we found that their ITM takes text
without masks and they have to feedforward text features twice with and
without masks because MLM adopts masked text as its input.

4.4. Training Objective

The final objective function of our algorithm, denoted by
LFinal, is given by

LFinal = LITM + L∗ITC + LMLM + L∗ITM. (14)

4.5. Discussion

Our work introduces the aforementioned three compo-
nents to utilize diversely augmented image-text pairs and
facilitate large-scale multi-modal pretraining. We employ
a novel text-driven soft feature masking strategy to popu-
late examples with diverse aspects, where the discrimina-
tive parts of an image are softly masked, at the interme-
diate feature level. By feeding the features covered by soft
masks, the model learns to see complementary regions with-
out completely sacrificing major information whereas con-
ventional hard masking often loses critical contents. Next,
we encourage the model to pay more attention to the hard
examples, by adopting a focal version of the image-text con-
trastive learning objective. Last, we augment data in the
input level and make the model learn with hard image-text
pairs. Although employing imperfectly aligned image-text
pairs is counter-intuitive and not explored much, our ideas
align with recent studies [15,25] that show perfect modality
alignment does not guarantee performance improvement in
downstream task.

5. Experiments
This section presents the experimental results of our ap-

proach, referred to as SoftMask++, on various downstream
tasks. We also demonstrate the effectiveness of our ideas
via several ablation studies.

5.1. Pretraining Datasets

We utilize large-scale image-text corpora for pretraining,
which include MS-COCO [27], Visual Genome [18], SBU
Captions [31], and Conceptual Captions [36]. The com-
bined dataset consists of 4M images and 5.1M image-text
pairs as in the one used for previous works [4, 9, 21, 43].

5.2. Downstream Tasks

We briefly describe several vision-language downstream
tasks used for the evaluation of our pretraining approach.
Refer to the supplementary document for more details.

Image-Text Retrieval (ITR) We assess the effectiveness
of our method on Image-Text Retrieval task, which consists
of two subtasks, which are image-to-text retrieval (TR) and
text-to-image retrieval (IR). We evaluate the proposed ap-
proach on the Flickr30K [32] and MS-COCO [27] bench-
marks using two different settings following the previous
protocol [9,21,43]. In the first setting, we fine-tune the pre-
trained model using the training data in each dataset. We
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Table 1. Performance comparison of fine-tuned image-text retrieval on the Flickr30K and MS-COCO datasets. Our approach is named as
SoftMask++: SoftMask together with Focal ITC and MMDA. For completeness, we also provide the results of ALIGN [14], which uses
1.8B image-text pairs (1.2B unique images) for pretraining. The bold-faced numbers indicate the best performance.

Method #Img
Flickr30K (1K) MS-COCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

UNITER [4] 4M 87.3 98.0 99.2 75.6 94.1 96.8 65.7 88.6 93.8 52.9 79.9 88.0
VILLA [10] 4M 87.9 97.5 98.8 76.3 94.2 96.8 — — — — — —
OSCAR [24] 4M — — — — — — 70.0 91.1 95.5 54.0 80.8 88.5
ViLT [17] 4M 83.5 96.7 98.6 64.4 88.7 93.8 61.5 86.3 92.7 42.7 72.9 83.1
UNIMO [23] 4M 89.7 98.4 99.1 74.7 93.5 96.1 — — — — — —
SOHO [13] 200K 86.5 98.1 99.3 72.5 92.7 96.1 66.4 88.2 93.8 50.6 78.0 86.7
ALBEF [21] 4M 94.3 99.4 99.8 82.8 96.7 98.4 73.1 91.4 96.0 56.8 81.5 89.2
TCL [43] 4M 94.9 99.5 99.8 84.0 96.7 98.5 75.6 92.8 96.7 59.0 83.2 89.9
CODIS [9] 4M 95.1 99.4 99.9 83.3 96.1 97.8 75.3 92.6 96.6 58.7 82.8 89.7
VinVL [45] 6M — — — — — — 75.4 92.9 96.2 58.8 83.5 90.3
SoftMask++ (ours) 4M 95.4 99.7 99.9 84.6 96.8 98.5 76.6 93.5 96.6 60.2 83.7 90.5
ALIGN [14] 1.2B 95.3 99.8 100.0 84.9 97.4 98.6 77.0 93.5 96.9 59.9 83.3 89.8

Table 2. Performance comparison of zero-shot image-text retrieval on the Flickr30K and MS-COCO datasets. Our approach is named as
SoftMask++: SoftMask together with Focal ITC and MMDA. For completeness, we also provide the results of ALIGN [21], which uses
1.8B image-text pairs (1.2B unique images) for pretraining. The bold-faced numbers indicate the best performance.

Method #Img
Flickr30K (1K) MS-COCO (5K)

Text Retrieval Image Retrieval Text Retrieval Image Retrieval
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

UNITER [4] 4M 80.7 95.7 98.0 66.2 88.4 92.9 64.1 87.7 93.3 48.8 76.7 85.8
ViLT [17] 4M 73.2 93.6 96.5 55.0 82.5 89.8 56.5 82.6 89.6 40.4 70.0 81.1
CLIP [33] 400M 88.0 98.7 99.4 68.7 90.6 95.2 58.4 81.5 88.1 37.8 62.4 72.2
ALIGN [14] 1.2B 88.6 98.7 99.7 75.7 93.8 96.8 58.6 83.0 89.7 45.6 69.8 78.6
ALBEF [21] 4M 90.5 98.8 99.7 76.8 93.7 96.7 68.7 89.5 94.7 50.1 76.4 84.5
TCL [43] 4M 93.0 99.1 99.6 79.6 95.1 97.4 71.4 90.8 95.4 53.5 79.0 87.1
CODIS [9] 4M 91.7 99.3 99.8 79.7 94.8 97.3 71.5 91.1 95.5 53.9 79.5 87.1
SoftMask++ (ours) 4M 93.4 99.3 99.8 80.1 94.9 97.7 72.3 91.5 95.7 54.1 79.8 87.3

also report the zero-shot performance, where the pre-trained
model is directly evaluated on the test data without fine-
tuning. Note that, for zero-shot evaluation on Flickr30K,
we exploit the model fine-tuned on MS-COCO, following
the convention [9, 21, 43].

Visual Entailment (VE) This is a fine-grained visual rea-
soning task that aims to predict whether an image semanti-
cally entails, contradicts, or is neutral to a text. We use the
SNLI-VE [41] dataset, which consists of 30K, 1K, and 1K
images as training, validation, and testing sets, respectively.
We predict the probability by feeding the joint embedding,
m0, to a linear classifier.

Natural Language Visual Reasoning (NLVR) This task
learns to reason about whether the text description is rel-
evant to a pair of input images. Since the task requires
two images as inputs, we modify our model by duplicating
transformer blocks following [21, 43] and perform an ad-
ditional pretraining step to accommodate the multi-modal
encoder for the image pair. We evaluate our model on the

NLVR2 dataset, which consists of 86K, 7K, and 7K exam-
ples for training, development, and test splits, respectively.

Visual Question Answering (VQA) Visual question an-
swering (VQA) is a task to find an answer for a question
about an input image, which requires understanding lo-
cal and global context of an image as well as a question.
We conduct experiments on VQA2.0 dataset [11], which is
based on the images collected from the MS-COCO dataset.
We formulate the VQA task as an answer generation prob-
lem, following [21, 43]. The answer decoder is initialized
with the pretrained weights from the multi-modal encoder
and is fine-tuned on the training datasets to generate an-
swers from the pre-defined candidates.

5.3. Results on Image-Text Retrieval

Table 1 presents the overall results of the proposed al-
gorithm and other baselines on Flickr30K and MS-COCO
for the fine-tuning setting, where our approach outperforms
the baseline methods in most cases, especially for R@1.
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Table 3. Performance comparison on various vision-language
tasks, including VE, NLVR2, and VQA. The bold-faced numbers
indicate the best performance. Note that O.D. denotes object de-
tector and the methods with the remark exploit the pretrained ob-
ject detector as visual encoders, and D.F. represents the detector-
free models.

Method #Img SNLI-VE NLVR2 VQA
val test dev test-P dev std

O.D.

OSCAR [24] 4M — — 78.1 78.4 73.2 73.4
UNITER [4] 4M 78.6 78.3 77.2 77.9 72.7 72.9
UNIMO [23] 4M 80.0 79.1 — — 73.3 74.0
VILLA [10] 4M 79.5 79.0 78.4 79.3 73.6 73.7
VinVL [45] 6M — — 82.1 83.1 75.9 76.1

D.F.

ViLT [17] 4M — — 75.7 76.1 71.3 —
ALBEF [21] 4M 80.1 80.3 80.2 80.5 74.5 74.7
TCL [43] 4M 80.5 80.3 80.5 81.3 74.9 74.9
CODIS [9] 4M 80.5 80.4 80.5 80.8 75.0 74.9

SoftMask++ (ours) 4M 80.9 80.6 80.6 81.6 75.0 75.1

For completeness, we provide the results from ALIGN [14],
which uses 1.8B image-text pairs (1.2B unique images) for
pretraining. The results show that our model successfully
transfer knowledge for the image-text retrieval task.

Table 2 illustrates the overall results of the proposed al-
gorithm and other baselines in a zero-shot setting on the
Flickr30K and MS-COCO datasets. Our approach outper-
forms other methods in most experimental settings and also
surpasses ALIGN [14], which employs about 300× times
more pretraining images. The results illustrate that the pro-
posed framework learns better generalizable representations
than the compared methods.

5.4. Results on Other Downstream Tasks

Table 3 summarizes the results of the proposed algo-
rithm on the VE, NLVR, and VQA tasks. Among the
methods without pretrained object detectors, our algorithm
achieves state-of-the-art performance for all evaluation met-
rics. Since the evaluated tasks employ different types of
objective functions for training, the results show the gener-
alizability of our multi-modal representation learning tech-
nique. Another important feature of these tasks is that they
require fine-grained reasoning about images and texts. The
results demonstrate that the representations learned by the
proposed soft masking approach and the other regulariza-
tion techniques are effective for fine-grained recognition.
Note that VinVL [45] exploits about 6M images, which is
larger than ours, to train the object detector before multi-
modal representation learning.

5.5. Ablation Study

We perform several ablation studies on the image-text
retrieval task with the MS-COCO dataset and report R@1
performance to analyze the effectiveness of each compo-

Table 4. Ablation study results of the image-text retrieval task
on the MS-COCO dataset. The baseline algorithm without all the
three components, corresponding to the first row of this table, is
the same as ALBEF [21]. The bold-faced numbers indicate the
best performance in each column.

SoftMask Focal ITC MMDA TR@1 IR@1

73.10 56.80
√

75.74 58.24√
75.66 58.85√
75.26 58.85

√ √
76.06 59.54√ √
75.98 59.44√ √
76.16 59.62

√ √ √
76.62 60.15

Table 5. Image-text retrieval results on MS-COCO by varying
masking strategy on visual features. The bold-faced numbers in-
dicate the best performance.

Method TR@1 IR@1

RandMask (p = 0.3) 75.82 59.52
RandMask (p = 0.5) 76.22 59.74

SoftMask (Ours) 76.62 60.15

nent of our approach. From the results in Table 4, we have
the following observations. First, our soft masking strat-
egy enhances the overall transferability, by generating di-
verse visual features as we hypothesized. Second, the pro-
posed focal ITC loss boosts performance by large margins.
These observations support our claim that concentrating on
the hard examples and focusing less on easy ones allevi-
ate overfitting while handling the class imbalance issue ef-
fectively. Last, multi-modal data augmentation (MMDA)
delivers strong regularization effect, indicating that adopt-
ing augmented examples with diverse aspects for vision-
language pretraining has a positive effect.

Soft vs. Random Masking Table 5 illustrates the com-
parison between our text-driven soft masking (SoftMask)
and the random hard masking (RandMask) strategy. For
RandMask, we randomly remove regions in an image em-
bedding with pre-defined ratios of 0.3 and 0.5. SoftMask
outperforms the hard RandMask, which is mainly because
soft masking manages to populate diverse and, more im-
portantly, semantically meaningful visual embeddings with
varying rates given by Grad-CAM.

SoftMask for MLM We conduct additional experiments
to investigate whether our soft-masked visual features are
also beneficial for the MLM task. Table 6 presents the
results from the MLM loss with the soft-masked features,
where we observe that SoftMask is not particularly effective
for MLM and fails to improve performance in downstream
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(a) A dog on a beach carrying a frisbee.
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“sheep” “lamb” “standing” “field”

(b) A sheep and lamb standing in the field.

Figure 3. Word-conditional Grad-CAM visualization of our method and ALBEF [21] after pretraining.

Table 6. Performance comparisons in the Image-text retrieval task
on the MS-COCO dataset by applying SoftMask to the ITM and
MLM pretraining tasks. Our default setting adopts SoftMask only
for ITM. The bold-faced numbers indicate the best performance.

L∗ITM L∗MLM TR@1 IR@1

76.16 59.62√
76.62 60.15√ √
76.21 59.84

tasks according to our experiments. This is partly because
the reconstruction task is not well addressed when the sig-
nals from both modalities are imperfect. Meanwhile, ITM
enjoys the regularization effect since the task depends more
on global information in both modalities.

5.6. Computational Complexity

Two minor modifications of our backbone network, AL-
BEF [21] affect computational cost. First, we unify the for-
ward path in the ITM and MLM tasks by using the same
masked text input and reduce computation even with per-
formance improvements. Second, our soft masking strategy
incurs an additional computation for computing Grad-CAM
and feedforwarding soft-masked features through the fusion
encoder. Table 7 presents the computational analysis com-
pared to the ALBEF [21] baseline. On a single NVIDIA
Quadro RTX GPU, ALBEF requires 1.94 seconds per itera-
tion while our algorithm requires 1.98s with batch size 128.

5.7. Qualitative Results

Figure 3 illustrates qualitative comparisons between
our algorithm and ALBEF [21], where we provide word-
conditional Grad-CAM visualizations of two image-caption
pairs from the MS-COCO dataset. The followings are the
lessons from the observation of the qualitative results. First,
our model provides more accurate and comprehensive cov-
erage of the objects, which are relevant to the corresponding
caption. For instance, ALBEF only highlights the head of
the dog, which is the most discriminative part, while our
model is also activated on its body. Second, our model ob-
tains more accurate activations for action attributes. For the
action “standing”, ALBEF only highlights the feet of the

Table 7. Computation cost per a single pretraining iteration com-
pared to ALBEF [21]. We measure computational cost on a single
NVIDIA Quadro RTX GPU with 128 batch size per GPU.

Methods Time (sec/it) GPU Mem. (GB/GPU)

ALBEF [21] 1.94 41.5
Ours w/o SoftMask 1.91 38.7
SoftMask++ (ours) 1.98 41.4

sheep while ours recognizes the feet of both animals. Last,
our model may be biased toward certain objects or back-
ground as, for example, Grad-CAM of “standing” fires on
fields, if the most salient parts are heavily masked.

6. Conclusion

In this paper, we presented a novel visual-linguistic rep-
resentation learning framework based on the explainable
soft feature masking strategy and the regularizations via di-
versifications. We proposed a novel language-driven soft
feature masking strategy to populate visual features with
various aspects, where the most discriminative parts of an
image are softly masked based on the stochastically esti-
mated contribution of each local region to the matching
score. We also introduced a focal loss for the image-text
contrastive learning objective, which addresses the inher-
ent limitations of the overfitting and bias issues. Last,
we manipulate multi-modal data augmentation strategies
for constructing more diversified samples by applying text
maskings and rendering distortions on images. Our algo-
rithm achieves outstanding performance compared to exist-
ing vision-language pretraining methods on various vision-
language downstream tasks.
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