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Abstract

Few-shot semantic segmentation (FSS) aims to form
class-agnostic models segmenting unseen classes with only
a handful of annotations. Previous methods limited to the
semantic feature and prototype representation suffer from
coarse segmentation granularity and train-set overfitting.
In this work, we design Hierarchically Decoupled Match-
ing Network (HDMNet) mining pixel-level support corre-
lation based on the transformer architecture. The self-
attention modules are used to assist in establishing hierar-
chical dense features, as a means to accomplish the cascade
matching between query and support features. Moreover,
we propose a matching module to reduce train-set over-
fitting and introduce correlation distillation leveraging se-
mantic correspondence from coarse resolution to boost fine-
grained segmentation. Our method performs decently in ex-
periments. We achieve 50.0% mIoU on COCO-20i dataset
one-shot setting and 56.0% on five-shot segmentation, re-
spectively. The code is available on the project website1.

1. Introduction

Semantic segmentation tasks [2, 3, 22, 52] have made
tremendous progress in recent years, benefiting from the
rapid development of deep learning [13,32]. However, most
existing deep networks are not scalable to previously unseen
classes and rely on annotated datasets to achieve satisfy-
ing performance. Data collection and annotation cost much
time and resources, especially for dense prediction tasks.

Few-shot learning [34, 39, 43] has been introduced into
semantic segmentation [5, 38] to build class-agnostic mod-
els quickly adapting to novel classes. Typically, few-
shot segmentation (FSS) divides the input into the query
and support sets [5, 46, 48, 51] following the episode
paradigm [41]. It segments the query targets conditioned on
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Figure 1. Activation maps of the correlation values on both
PASCAL-5i [29] and COCO-20i [26]. The baseline is prone to
give high activation values to the categories sufficiently witnessed
during training, such as the “People” class, even with other sup-
port annotations. Then we convert it to the hierarchically decou-
pled matching structure and adopt correlation map distillation to
mine inner-class correlation.

the semantic clues from the support annotations with meta-
learning [34, 39] or feature matching [25, 41, 49].

Previous few-shot learning methods may still suffer
from coarse segmentation granularity and train-set over-
fitting [38] issues. As shown in Fig. 1, “people” is the
base class that has been sufficiently witnessed during train-
ing. But the model is still prone to yield high activa-
tion to “people” instead of more related novel classes with
the support samples, producing inferior results. This is-
sue stems from framework design, as illustrated in Fig. 2.
Concretely, prototype-based [38,42] and adaptive-classifier
methods [1, 23] aim at distinguishing different categories
with global class-wise characteristics. It is challenging to
compute the correspondence of different components be-
tween query and support objects for the dense prediction
tasks. In contrast, matching-based methods [49] mine pixel-
level correlation but may heavily rely on class-specific fea-
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Figure 2. Illustration of different few-shot segmentation frame-
works. (a) Prototype-based method. (b) Adaptive-classifier
method. (c) Feature matching with transformer architecture. (d)
Our Hierarchically Decoupled Matching Network (HDMNet) with
correlation map distillation.

tures and cause overfitting and weak generalization.
To address these issues, we propose Hierarchically De-

coupled Matching Network (HDMNet) with correlation
map distillation for better mining pixel-level support corre-
spondences. HDMNet extends transformer architecture [6,
40,44] to construct the feature pyramid and performs dense
matching. Previous transformer-based methods [35, 49]
adopt the self-attention layer to parse features and then
feed query and support features to the cross-attention layer
for pattern matching, as illustrated in Fig. 2(c). This pro-
cess stacks the self- and cross-attention layers multiple
times, mixes separated embedding features, and acciden-
tally causes unnecessary information interference.

In this paper, we decouple the feature parsing and match-
ing process in a hierarchical paradigm and design a new
matching module based on correlation and distillation.
This correlation mechanism calculates pixel-level corre-
spondence without directly relying on the semantic-specific
features, alleviating the train-set overfitting problem. Fur-
ther, we introduce correlation map distillation [14, 50] that
encourages the shallow layers to approximate the semantic
correlation of deeper layers to make the former more aware
of the context for high-quality prediction.

Our contribution is the following. 1) We extend the
transformer to hierarchical parsing and feature matching for
few-shot semantic segmentation, with a new matching mod-
ule reducing overfitting. 2) We propose correlation map dis-
tillation leveraging soft correspondence under multi-level
and multi-scale structure. 3) We achieve new state-of-
the-art results on standard benchmark of COCO-20i and
PASCAL-5i without compromising efficiency.

2. Related Work
Few-shot semantic segmentation. Few-Shot Semantic
Segmentation (FSS) [5, 9, 10, 38] predicts dense masks for

novel classes with only a few annotations. Previous ap-
proaches following metric learning [5, 36, 38, 42] can be
divided into prototype- and matching-based methods. Mo-
tivated by PrototypicalNet [34] for few-shot learning, the
prevalent FSS models [5, 8, 24, 37, 42] utilize prototypes
for specific-class representation. Recent work [18, 47, 49]
points out that a single prototype has a limitation to cover
all regions of an object, especially for pixel-wise dense
segmentation tasks. To remedy this problem, methods
of [18,47] use EM and cluster algorithms to generate multi-
ple prototypes for different parts of the objects. Compared
with prototype-based methods, matching-based ones [23,
25, 41, 49] are based on intuition to mine dense correspon-
dence between the query images and support annotations.
They utilize pixel-level features and supplement more de-
tailed support context.

Transformer. Transformer was first introduced in Natu-
ral Language Processing (NLP) [4,40]. In computer vision,
ViT [6] treats an image as a patch sequence and demon-
strates that pure transformer architecture can achieve state-
of-the-art image classification. Recent work explores com-
bining few-shot semantic segmentation and transformer ar-
chitecture [19,35]. In [23], the classifier weight transformer
adapts the classifier’s weights to address the intra-class vari-
ation issue. CyCTR [49] is a cycle-consistent transformer
by generating query and key sequences from the query and
support set, respectively. Transformer architecture helps
FSS transcend the limitation of semantic-level prototypes
and leverage pixel-wise alignment. Previous transformer-
based methods are still difficult to handle noise interference
and over-fitting. We, in this paper, propose a new trans-
former structure decoupling the downsampling and match-
ing processes and design the matching module constructed
on correlation mechanism and distillation.

Knowledge distillation. Knowledge distillation
(KD) [14] was widely used in model compression.
Large models typically have higher knowledge capacity.
In contrast, small models have fewer parameters, better
efficiency, and lower cost. KD attempts to transfer learned
knowledge from the large model (a.k.a. the teacher) to
another light model (a.k.a. the student) with tolerable loss
in performance. Method of [50] processes a self-distillation
framework to distill knowledge within itself to improve
model accuracy. Self-distillation divides the model into
multiple sections and transfers knowledge from deeper
portions to shallow ones. Knowledge distillation is also
used for extracting semantic information and mining inner
correlation. STEGO [11] shows that even unsupervised
deep network features have correlation patterns consistent
with true labels. STEGO framework applies feature cor-
relation map distillation to excavate the intrinsic semantic
correlation at pixel level. Motivated by unsupervised
semantic segmentation [11], we design the correlation
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Figure 3. Schematic overview of the proposed few-shot semantic segmentation model. h
q/s
l = H

q/s

2l+2 , wq/s
l = W

q/s

2l+2 indicate the height
and width of the l-th stage features, and H

q/s and W
q/s are the height and width of the input query and support images. cl represents the

channels and cl+1 > cl.

mechanism for class-agnostic feature matching and pro-
pose multi-level multi-scale correlation map distillation to
transfer relation between the query and support set from
deep sections to the shallow ones.

3. Task Definition and Our Method
Few-shot segmentation is to train segmentation for novel

objects with only a few annotated support images. In def-
inition, the model is trained on Dtrain and is evaluated on
Dtest. Suppose the category sets in Dtrain and Dtest are
Ctrain and Ctest respectively. There is no intersection be-
tween the training and testing sets, i.e., Ctrain∩Ctest = ∅.
Following previous work [30, 38, 42, 48], episodes are ap-
plied to both train set Dtrain and test set Dtest.

Each episode is composed of a query set Q =
{(Iq,M q)} and a support set S = {(Is

i ,M
s
i )}Ki=1 with the

same class c , where Iq, Is ∈ RH×W×3 represent the RGB
images and M q,M s ∈ RH×W denote their binary masks.
Both the query masks M q and the support masks M s are
used during the training process, while only the support
masks M s are accessible in testing. Since the model pa-
rameters are fixed and require no optimization for novel
categories during testing, the model is trained to leverage
the semantic clues provided by the support set to locate the
regions of interest on the query images.

3.1. Hierarchically Decoupled Matching Network

Given the query set Q = {(Iq,M q)} and the support set
S = {(Is

i ,M
s
i )}Ki=1, HDMNet adopts a parameter-fixed

encoder to extract rich features of the query and support im-

ages, following [38, 48]. The difference is on the design of
new decoder to yield predictions on the query images by de-
cently leveraging pixel-level feature matching between the
query and support sets.

Overview of the pipeline is shown in Fig. 3. In the fol-
lowing, we start by putting forward the basic structure of
HDMNet in Sec. 3.2, followed by the introduction regard-
ing the proposed correlation calculation strategy in Sec. 3.3.
Then, the inter-stage correlation map distillation is pre-
sented in Sec. 3.4. Finally, in Sec. 3.5, we instantiate the
way to extend to the K-shot setting.

3.2. Overview of the Architecture

Motivation. In previous matching-based methods with
transformer architecture, the self-attention and cross-
attention layers are interleaved for multiple times for fea-
ture parsing and pattern matching respectively [35, 49] as
shown in Fig. 4. We note that the cross-attention layers
accomplish mutual message exchange between the query
and support features. Objects in the background of the
query sample may also correlate with the target in the sup-
port sample. Thus, they can be enriched with support in-
formation. With this finding, the necessary support infor-
mation may be accumulated to the distracters via multiple
stacked cross-attention and self-attention layers, making the
decoder harder to distinguish among them.

To ensure the purity of the sequential features and con-
sistency of pattern matching, we propose a new hierarchi-
cally matching structure decoupling the down-sampling and
matching processes, where only independent self-layers are
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Figure 4. Feature Matching with directly stacking cross-attention
layers and self-attention layers. It’s intuitive to notice that the
cross-attention layer mixes the query and support features, de-
stroying the purity of parsing and matching consistency.

adopted to build hierarchical features.

Decoupled downsampling and matching. First, the
query and support features extracted from the backbone are
independently sent to sequential transformer blocks with
only the self-attention layers to fully exploit self-correlation
within the support and query features. We note that the
down-sampling layers are inserted between blocks to estab-
lish a hierarchical structure that may assist in mining the
inter-scale correlations.

Then, the intermediate feature maps of L stages are col-
lected, i.e., {F q

l }Ll=1 and {F s
l }Ll=1. Assume {F q

l } and
{F s

l } have the same spatial size [cl × h
q/s
l × w

q/s
l ] for sim-

plicity’s sake.

h
q/s
l =

Hq/s

2l+2
, w

q/s
l =

W q/s

2l+2
,

l is the stage index, and cl denotes the feature channel num-
ber. Finally, {F q

l }Ll=1 and {F s
l }Ll=1 are used to yield cor-

relations {Cl ∈ Rhq
l w

q
l ×hs

lw
s
l }Ll=1 and enriched query fea-

tures {Xl ∈ Rcl×hq
l ×wq

l }Ll=1. Detailed formulations are
elaborated later in Eqs. (4) and (6) in Sec. 3.3.

Coarse-grained to fine-grained decoder. HDMNet in-
corporates a simple decoder to predict the final mask for
the query image with the hierarchically enriched features
{Xl ∈ Rcl×hq

l ×wq
l }Ll=1 in a coarse-to-fine manner. Specif-

ically, the coarse-grained features X ′
l+1 are scaled up to

have the same spatial size as the fine-grained one X ′
l . Then

an MLP layer is adopted to fuse them with a residual con-
nection, written as

X ′
l = ReLU(MLP(Xl + ζl(X

′
l+1))) + ζl(X

′
l+1), (1)

where l indicates the hierarchical stage, and ζl : RH×W 7→
Rhl×wl denotes the bilinear-interpolation resize function
fitting the input size to that of the output. Finally, we apply
a convolution layer with 1 × 1 kernel size to X ′

1 followed
by a bilinear up-sampling layer to predict the query mask
Mout ∈ RH×W .

3.3. Matching Module

Motivation. Previous matching-based methods [23, 49]
directly adopt the cross-attention as the matching module
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Figure 5. Illustration of our proposed matching module based on
correlation mechanism and distillation.

by generating the query and key features from the query and
support sets respectively. However, we observe that it leads
to overfitting and weak generalization. This issue could be
attributed to the fact that the models are more likely to rely
on class-specific features to optimize the training objectives.
To alleviate this issue, we propose a matching module illus-
trated in Fig. 5.

Attention. Following the general form [40, 44], the criti-
cal element of the transformer block is the dot-product at-
tention layer, formulated as

Attn(Q,K,V ) = softmax(
QKT

√
d

)V , (2)

where [Q;K;V ] = [W qF q;W kF s;W vF s], in which
F q and F s denote the query and support features respec-
tively, W q,W k,W v ∈ Rd×d are the learnable parameters,
d is the hidden dimension.

The cross-attention layer takes essential support infor-
mation from V , conditioned on the query-support correla-
tion between Q and K. When Fq = Fs, it functions as
a self-attention layer for relating different positions within
either the support or query input features.

Our correlation mechanism. Our designed matching
module based on the correlation mechanism retrieves the
most relevant regions with high cosine similarity and fuses
the high-level prior mask generated as that in [38]. Given
the query features F q and the support features F s, we first
transform the input features by

F̂ q = φ(F q),

F̂ s = φ(F s ⊙M s),
(3)

where ⊙ is Hadamard product, φ : Rc×h×w 7→ Rhw×c

refers to the reshape function, and M s denotes the sup-
port mask. To mitigate the risk of overfitting the category-
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specific information brought by the feature norms, we mea-
sure the cosine similarities of the inner product angle, in-
stead of performing dot product, to calculate the correlation
map as C ∈ Rhqwq×hsws

as

C =
⟨W qF̂ q,W kF̂ s⟩∥∥∥W qF̂ q

∥∥∥∥∥∥W kF̂ s
∥∥∥ t , (4)

where W q,W k ∈ Rc×c denote the learnable parameters,
∥·∥ indicates L2 norm, and t is a hyperparameter to control
the distribution range, empirically set to 0.1 in all experi-
ments. Inspired by [28,33], we propose the inverse softmax
layer that normalizes the correlation matrix along the query
axis since we only retrieve the interested region of the query
set as

Ĉ(i, j) =
exp(C(i, j))∑hq
l w

q
l

k=1 exp(C(k, j))
. (5)

Finally, we introduce the prior mask Mpri ∈ Rhq×wq

calculated the same as [38] by concatenating it with corre-
spondence scores along the channel dimension to generate
the matching results of

X = W o([ψ(Ĉ(W vF̂ s)),Mpri]), (6)

where W v ∈ Rc×c, W o ∈ Rc×(c+1) denote the learnable
parameters, F̂ s ∈ Rhsws×c,X ∈ Rc×hq×wq

are flattened
support features and matching output, and ψ : Rhqwq×c 7→
Rc×hq×wq

is the reshape function.

3.4. Correlation Map Distillation

Motivation. The query and support features are con-
structed in a hierarchical structure, used to generate multi-
level multi-scale dense correlation map. High-level corre-
spondence typically has more informative semantic cues.
It only gives rough location limited by the coarse resolu-
tion, while the low stages contain more locally detailed fea-
tures. We propose correlation map distillation to encour-
age the correlation maps of earlier stages to retain the fine-
grained segmentation quality without deprecating the con-
textual hints.

In addition, compared to the one-hot labels in ground-
truth annotation, the soft targets adopted during distillation
can reveal the distributions among all categories, providing
extra semantic cues regarding the inter-class relation. It fa-
cilitates the shallower ones to capture broader context infor-
mation. On the contrary, the ground-truth annotation may
not provide such information and may even let the model
over-fit noises contained in the one-hot labels.

Distillation formulation. Eq.(4) calculates the correla-
tion maps {Cl ∈ Rhq

l w
q
l ×hs

lw
s
l }Ll=1 for the query and sup-

port features. We reorganize Cl with mean average and fil-
ter the irrelevant information by the support mask Ms as

C ′
l(i) =

∑hs
lw

s
l

j=1 Cl(i, j) · [φ ◦ ζl(M s)(j) > 0]∑hs
lw

s
l

j=1 [φ ◦ ζl(M s)(j) > 0]
, (7)

where l indicates the stage, C ′
l ∈ Rhq

l w
q
l , and ζl is the re-

size function. Given flattened correlation maps, we apply
a softmax layer to perform spatial normalization among all
positions as

Ĉ ′
l(i) =

exp(C ′
l(i)/T )∑hq

l w
q
l

j=1 exp(C ′
l(j)/T )

, (8)

where l indicates the stage and T denotes the temperature
of distillation [14] set to 1. Moreover, the results regarding
the temperature T are shown in the supplementary file.

Then the KL (Kullback-Leibler) divergence loss is used
as supervision from the teacher to student with their softmax
output. The correlation maps of adjacent stages act as the
teacher and student respectively, formulated as

LKL =
∑
x∈X

ϕt(x)log(
ϕt(x)

ϕs(x)
)

=
∑hq

l w
q
l

i=1
ζl(Ĉl+1)(i) · log(

ζl(Ĉl+1)(i)

Ĉl(i)
),

(9)

where l indicates the stage, ϕt is the teacher model while
ϕs is the student model, and ζl : Rhq

l+1w
q
l+1 7→ Rhq

l w
q
l rep-

resents resizing. In particular, for the last correlation map
without successor, we directly utilize the ground-truth as its
teacher.

3.5. Extension to K-shot Setting

In extension to K-shot (K > 1) setting, K support
images with their annotated masks S = {(Isk,Ms

k)}Kk=1

and the query set {(Iq,Mq)} are given. HDMNet can be
quickly and easily extended to the new setting based on the
matching mechanism.

As indicated in Secs. 3.3 and 3.4, the feature match-
ing and distillation processes are independent of the spe-
cific size of the support features, benefiting from the cor-
relation mechanism and preprocessing of the correlation
map. To prevent information loss and ensure consistency
under different settings, we concatenate the support features
F s
l = CONCAT([F s

l,1,F
s
l,2, · · · ,F s

l,K ]) along the channel
dimension as well as their corresponding masks directly.
The decoder processing remains the same as that in the one-
shot setting.

4. Experiments
Datasets. Following the setting of [38], we use
two benchmark few-shot segmentation datasets, i.e.,
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Backbone Methods
1-shot 5-shot

Fold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

VGG-16

PANet [42] - - - - 20.9 - - - - 29.7
FWB [26] 18.4 16.7 19.6 25.4 20.0 20.9 19.2 21.9 28.4 22.6
PRNet [21] 27.5 33.0 26.7 29.0 29.1 31.2 36.5 31.5 32.0 32.8
PFENet [38] 35.4 38.1 36.8 34.7 36.3 38.2 42.5 41.8 38.9 40.4
BAM† [16] 36.4 47.1 43.3 41.7 42.1 42.9 51.4 48.3 46.6 47.3
HDMNet (Ours) 40.7 50.6 48.2 44.0 45.9 47.0 56.5 54.1 51.9 52.4

ResNet-50

DCP [17] 40.9 43.8 42.6 38.3 41.4 45.8 49.7 43.7 46.6 46.5
PFENet [38] 36.5 38.6 34.5 33.8 35.8 36.5 43.3 37.8 38.4 39.0
RPMMs [45] 29.5 36.8 29.0 27.0 30.6 33.8 42.0 33.0 33.3 35.5
RePRI [1] 32.0 38.7 32.7 33.1 34.1 39.3 45.4 39.7 41.8 41.6
HSNet [25] 36.3 43.1 38.7 38.7 39.2 43.3 51.3 48.2 45.0 46.9
CAPL [37] 37.3 43.3 40.2 38.4 39.8 43.1 53.8 48.7 47.4 48.3
CWT [23] 30.3 36.6 30.5 32.2 32.4 38.5 46.7 39.4 43.2 42.0
DGPNet [15] 43.6 47.8 44.5 44.2 45.0 54.7 59.1 56.8 54.4 56.2
CyCTR [49] 38.9 43.0 39.6 39.8 40.3 41.1 48.9 45.2 47.0 45.6
BAM† [16] 39.4 49.9 46.2 45.2 45.2 43.2 53.4 49.4 48.1 48.5
HDMNet (Ours) 43.8 55.3 51.6 49.4 50.0 50.6 61.6 55.7 56.0 56.0

Table 1. Few-shot semantic segmentation performance comparison on COCO-20i [26] using mIoU (%) evaluation metric. Numbers in
bold indicate the best performance. †: Reproduced followint the official configuration with 10, 000 test episodes.

PASCAL-5i [29] and COCO-20i [26], to evaluate HDM-
Net. PASCAL-5i is built from PASCAL VOC 2012 [7]
with additional annotations from SDS [12]. It consists of
20 classes. COCO-20i is generated from MSCOCO [20]
and contains 80 categories.

For each selected dataset, cross-validation is conducted
by dividing all classes into 4 folds evenly. We use the
same split class list as that of [26, 29] on PASCAL-5i and
COCO-20i respectively. Specifically, three folds serve as
training data, while the remaining one is used for testing.
For ensuring the performance stability and fairness for com-
parison, we follow [38] randomly sample 1, 000 and 10, 000
query/support pairs for PASCAL-5i and COCO-20i test-
ing. More analysis and discussion about datasets and test
episodes are shown in supplementary materials.

Metrics. We adopt the mean intersection over union
(mIoU) as the main evaluation metric and foreground-
background IoU (FB-IoU) as the supplement. We denote
mIOU = 1/C

∑C
i=1 IoUi, where C is the number of classes

in each fold, and IoUi indicates intersection-over-union for
class i. FB-IoU = 1/2(IoUF + IoUB), where IoUF and
IoUB represent the foreground and background IoU values,
ignoring the class difference and computing the average.

4.1. Implementation Details

HDMNet is built upon the Pytorch [27] framework. All
models are trained on 4 NVIDIA GeForce RTX 3090 GPUs
and tested on a single GPU. The training augmentations
of PASCAL-5i dataset and COCO-20i dataset follow that
of [38] for fair comparisons, including random crop, scale,
rotate, blur and flip.

HDMNet is trained in an episode fashion for 200 and
50 epochs on COCO-20i and PASCAL-5i, and the batch
sizes are set to 6 and 4 respectively. During training, AdmW
optimizer is adopted the same as [25, 49], and the learning
rate is set to 0.0001. In addition, the weight decay is 0.01,
and the “poly” strategy is used to adjust the learning rate.

We use ResNet-50 [13] and VGG-16 [32] as the encoder
to extract features with freezing parameters to verify the ef-
fectiveness of the proposed method on different backbones.
PSPNet [52] serves as the base learner in all experiments.
We apply the PPM module [52], which was widely used in
previous semantic segmentation methods, to provide multi-
resolution context for feature enrichment after the 4th block
of ResNet-50 or VGG-16 to generate the prior mask [38].
Similar to that of [38], we concatenate the prior mask and
match features with a 1 × 1 kernel size convolution layer
leveraging the high-level semantic information to boost per-
formance. During testing, predictions are resized back to
the original sizes of the input images, keeping the ground-
truth labels intact [38].

4.2. Comparison with State-of-the-Art Methods

In Tables 1 and 2, we report comparison of our
proposed HDMNet with other state-of-the-art few-shot
semantic segmentation approaches in recent years on
COCO-20i [26] and PASCAL-5i [29] datasets. The mIoU
(%) is used as the evaluation metric. To verify the gener-
ality, we build our baseline with VGG-16 [32] and Resnet-
50 [13]. Both of them gain significant improvement from
our method, and our method achieves new state-of-the-art
performance on both COCO-20i and PASCAL-5idatasets.
Especially on COCO-20i dataset, our model outperforms
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Backbone Methods
1-shot 5-shot

Fold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

VGG-16

PANet [42] 42.3 58.0 51.1 41.2 48.1 51.8 64.6 59.8 46.5 55.7
PFENet [38] 56.9 68.2 54.4 52.4 58.0 59.0 69.1 54.8 52.9 59.0
HSNet [25] 59.6 65.7 59.6 54.0 59.7 64.9 69.0 64.1 58.6 64.1
HDMNet (Ours) 64.8 71.4 67.7 56.4 65.1 68.1 73.1 71.8 64.0 69.3

ResNet-50

HSNet [25] 64.3 70.7 60.3 60.5 64.0 70.3 73.2 67.4 67.1 69.5
PFENet [38] 61.7 69.5 55.4 56.3 60.8 63.1 70.7 55.8 57.9 61.9
CyCTR [49] 65.7 71.0 59.5 59.7 64.0 69.3 73.5 63.8 63.5 67.5
SSP [8] 60.5 67.8 66.4 51.0 61.4 67.5 72.3 75.2 62.1 69.3
DCAMA [31] 67.5 72.3 59.6 59.0 64.6 70.5 73.9 63.7 65.8 68.5
SD-AANet [53] 60.9 70.8 58.4 57.3 61.9 65.5 71.6 62.5 62.3 65.5
BAM [16] 69.0 73.6 67.6 61.1 67.8 70.6 75.1 70.8 67.2 70.9
HDMNet (Ours) 71.0 75.4 68.9 62.1 69.4 71.3 76.2 71.3 68.5 71.8

Table 2. Performance on PASCAL-5i [29] using the mIoU (%) evaluation metric. Results in bold denote the best performance.

Backbone Methods
FB-IoU (%) #learnable

params1-shot 5-shot

ResNet-50

ASGNet [18] 60.4 67.0 10.4M
HSNet [25] 68.2 70.7 2.6M
BAM [16] 71.1 73.3 4.9M
HDMNet (Ours) 72.2 77.7 4.2M

Table 3. Comparison of results on COCO-20iin terms of FB-IoU
and the number of learnable parameters.

Ens. HDM Corr. Distill mIoU (%) ∆

44.7 0.0
✓ 45.8 +1.1
✓ ✓ 47.9 +3.2
✓ ✓ ✓ 48.3 +3.6
✓ ✓ ✓ ✓ 50.0 +5.3

Table 4. Ablation studies for different components and architec-
ture design in HDMNet.

the prior arts by a significant margin, achieving 4.8% (1-
shot) and 7.5% (5-shot) of mIoU improvements over the
SOTA with ResNet-50 backbone.

COCO-20i dataset contains 80 categories compared
to 20 classes in PASCAL-5idataset and has a par-
ticularly larger image capacity. The superiority on
COCO-20i dataset proves that our method is with higher
generality and can better adapt to novel categories in more
complex scenes. Table 2 shows that our HDMNet also
achieves 69.4% (1-shot) and 71.8% (5-shot) of mIoU on
Pascal with ResNet-50 backbone, surpassing previous state-
of-the-art. Table 3 gives comparison in terms of FB-IoU and
model parameter number on COCO-20i for 1-shot and 5-
shot segmentation. HDMNet achieves the best performance
without compromising efficiency.

4.3. Ablation Study

We report the ablation study results in this section to in-
vestigate the effectiveness of each component and our de-
sign choice. All ablation experiments are conducted un-

Matching mIoU(%)
CA 48.0
Cos 49.2
Cos+SM 49.5
Cos+Inv-SM 50.0

Table 5. Ablation study on cor-
relation mechanism. CA: Cross-
Attention. Cos: Cosine similar-
ity. Inv-SM: Inversed Softmax.

Loss mIoU(%)
w/o 47.9
CE 48.4
CE+KD 49.1
KL+KD 50.0

Table 6. Ablation study on
the different loss functions.
KD indicates using the adja-
cent layers’ soft predictions.

der COCO-20i 1-shot setting with ResNet-50 backbone if
not otherwise specified.

Component-wise ablation. Table 4 shows ablation re-
sults regarding the effectiveness of different components
and architecture design, where the mIoU results are aver-
aged over four splits.

The first line is the baseline result. We build our baseline
following [38,49] and utilize ResNet-50 [13] as the encoder
to extract image features and generate the prior mask [38].
Extracted features from Block-2 and Block-3 of the back-
bone are fused and fed to the next step with the prior mask.
The baseline stacks the self-attention and cross-attention
modules three times and applies the cross-attention module
for feature matching [49].

For a fair comparison, we use the ensemble module
(Ens.) following BAM to filter the categories appearing in
the training process. The test result is incrementally im-
proved. Then we convert the framework to our proposed
structure (HDM) described in Sec. 3.2, resulting in even
better results, with further mIoU increase of 2.1% compared
to the one with Ens. only. It indicates that decoupling fea-
ture down-sampling and matching reduce noise interference
and boost performance. Replacing the attention function
with the proposed correlation mechanism (Corr.) as men-
tioned in Sec. 3.3 within the matching module continuously
improves the performance by 0.4% mIoU.
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Decoder mIoU(%) params(M) time(ms) FLOPs(G)
CyCTR [49] 40.3 5.6 54.3 96.7
HSNet [25] 39.2 2.6 25.5 20.6
BAM [16] 45.2 4.1 7.4 26.0
Ours-S1 47.1 1.3 15.1 8.8
Ours-S2 48.8 2.1 21.1 10.2
Ours-S3 50.0 2.8 27.4 10.6
Ours-S4 48.6 3.6 38.0 10.6

Table 7. Comparison of decoders from different methods in terms
of accuracy, efficiency, and model size. Si indicates constructing
our decoder with i matching stages.
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Figure 6. Ablation study on correlation map distillation for train-
ing and validation on COCO-20i dataset in terms of mIoU.

Finally, we use the correlation map distillation (Distill)
described in Sec. 3.4 to supervise the matching process and
leverage the correlation information from different stages,
bringing another 1.7% mIoU improvement, which validates
the effectiveness of our proposed distillation strategy.

Correlation mechanism ablation. Table 5 compares the
alternative choices of the correlation mechanism. We first
build HDMNet with the original cross-attention layer (CA)
[40] as the matching module and apply the distillation func-
tion to the attention map, i.e., dot product between the query
and key sequences. Then we replace the matching module
with the cosine similarity (Cos) and inverse softmax (Inv-
SM) as described in Sec. 3.3. The results prove that the
proposed correlation mechanism is conducive to the final
performance.
Distillation ablation. To verify the effectiveness of cor-
relation map distillation, we set up two controlled exper-
iments under COCO-20i 1-shot setting. Fig. 1 shows the
activation maps of correlation.

Fig. 6 plots the training and validation results
with or without correlation map distillation on every
COCO-20i split. The correlation map distillation has lim-
ited influence on the training process. But it largely im-
proves the validation results.

Finally, we compare different loss functions in Table 6.
We directly adopt the cross entropy (CE) loss between the
correlation maps and the one-hot labels in ground-truth an-
notations and then use knowledge distillation (KD) by se-
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Figure 7. Qualitative correlation maps in 1-3 matching stages. The
target classes of the left and right panels are “people” and “dog”
respectively.

lecting adjacent layers as the teacher and student. KL de-
notes the Kullback-Leibler divergence loss.

Effect of the matching pyramid. Table 7 compares the
decoders of previous methods and our proposed matching
pyramid with different stage numbers in terms of accuracy,
efficiency, and model size. Fig. 7 visualizes qualitative re-
sults of correlation maps in 1-3 matching stages under dis-
tinct designs. We build our baseline by directly interleav-
ing the self- and cross-attention layers and then convert
it to the hierarchically decoupled matching (HDM) struc-
ture. HDMNet better fights against the interference of other
classes in the same image but suffers from mining the cor-
relation information from the shallow stages, which contain
more detailed features but fewer semantic cues. We finally
adopt correlation map distillation to facilitate the earlier lay-
ers to be more aware of the contextual information.

5. Concluding Remarks
In this paper, we have proposed hierarchically decou-

pled matching network (HDMNet) to tackle the challeng-
ing few-shot segmentation problem. HDMNet decouples
the downsampling and matching process to prevent infor-
mation interference. Further, we designed a novel match-
ing module constructed on the correlation mechanism and
distillation and performed extensive experiments to demon-
strate that this design alleviates the training-class overfitting
problem and improves generality. One limitation is that our
model sometimes may fail to clearly distinguish different
categories that have rather similar appearances and close
semantic relations, such as truck and car, chair and sofa.
It may be a promising direction for future research.
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