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Abstract

Deep neural networks (DNNs) often perform poorly in
the presence of domain shift and category shift. How to up-
cycle DNNs and adapt them to the target task remains an
important open problem. Unsupervised Domain Adapta-
tion (UDA), especially recently proposed Source-free Do-
main Adaptation (SFDA), has become a promising tech-
nology to address this issue. Nevertheless, existing SFDA
methods require that the source domain and target domain
share the same label space, consequently being only ap-
plicable to the vanilla closed-set setting. In this paper, we
take one step further and explore the Source-free Univer-
sal Domain Adaptation (SF-UniDA). The goal is to iden-
tify “known” data samples under both domain and category
shift, and reject those “unknown” data samples (not present
in source classes), with only the knowledge from standard
pre-trained source model. To this end, we introduce an
innovative global and local clustering learning technique
(GLC). Specifically, we design a novel, adaptive one-vs-all
global clustering algorithm to achieve the distinction across
different target classes and introduce a local k-NN cluster-
ing strategy to alleviate negative transfer. We examine the
superiority of our GLC on multiple benchmarks with differ-
ent category shift scenarios, including partial-set, open-set,
and open-partial-set DA. Remarkably, in the most challeng-
ing open-partial-set DA scenario, GLC outperforms UMAD
by 14.8% on the VisDA benchmark. The code is available
at https://github.com/ispc-lab/GLC.

1. Introduction
At the expensive cost of given large-scale labeled data

and huge computation resources, deep neural networks

(DNNs) have made remarkable progress in various tasks.

However, DNNs often generalize poorly to the unseen new

domain under domain shift and category shift. How to

upcycle DNNs and adapt them to target tasks is still a
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Figure 1. The illustration of Source-free Universal Domain Adap-

tation (SF-UniDA). The goal is to realize model upcycling under

both domain shift and category shift. It is extremely challenging as

only one source closed-set model is provided as supervision rather

than raw data. And we do not have any prior knowledge about

category shift between domains in advance.

long-standing open problem. In the last decade, many ef-

forts have been devoted to unsupervised domain adaptation

(UDA) [12, 16, 28, 40], which capitalizes on labeled source

data and unlabeled target data in a transduction manner, and

has achieved significant success. Despite this, the access to

source raw data is inefficient and may violate the increas-

ingly stringent data privacy policies [45]. Recently, Source-

free Domain Adaptation (SFDA) [22, 35, 46] has become a

promising technology to alleviate this issue, where only a

pre-trained source model is provided as supervision rather

than raw data. However, to avoid model collapse, most ex-

isting methods [22, 35, 46] assume that the label space is

identical across the source and target domain, thus being

only applicable to vanilla closed-set scenarios.

In reality, target data may come from a variety of sce-

narios. Therefore, it is too difficult to hold such a strict

assumption. For a better illustration, we suppose Ys and

Yt as the label space of source domain and target domain,

respectively. In addition to the well-studied vanilla closed-

set (Ys = Yt.), we often encounter several other situations,

e.g., the partial-set (Ys ⊃ Yt), the open-set (Ys ⊂ Yt), and

the open-partial-set (Ys ∩ Yt �= ∅, Ys � Yt, Ys � Yt).

Currently, there have been several source data-dependent

works [4,5,26,32,38,47] developed to target category shift.

However, methods devised for one situation are commonly
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infeasible for others. In practice, the target domain is un-

labeled and we cannot know which of these category shifts

will occur in advance. Not to mention that the requirement

to source raw data makes it inefficient and potentially vi-

olates data protection policies. To tackle these limitations,

and handle those category shifts in a unified manner, in this

paper, we take one step further and delve into the Source-

free Universal Domain Adaptation (SF-UniDA). The goal

is to upcycle the standard pre-trained source models identi-

fying “known” data samples and rejecting those “unknown”

data samples (not present in source classes) under domain

and category shift. We conceptually present the SF-UniDA

in Fig. 1. Note that, very few works [18,23] have studied the

source-free model adaptation in open-partial-set scenarios.

Nevertheless, their approaches demand dedicated model ar-

chitectures, greatly limiting their practical applications. SF-

UniDA is appealing in view that model adaptation can be

resolved only on the basis of a standard pre-trained closed-

set model, i.e., without specified model architectures.

To approach such a challenging DA setting, we propose a

simple yet generic technique, Global and Local Clustering
(GLC). Different from existing pseudo-labeling strategies

that focus on closed-set scenarios, we develop a novel one-

vs-all global clustering based pseudo-labeling algorithm to

achieve “known” data identification and “unknown” data

rejection. As we have no prior about the category shift,

we utilize the Silhouettes [36] metric to help us realize

adaptive global clustering. To avoid source private cate-

gories misleading, we design a global confidence statistics

based suppression strategy. Although the global clustering

algorithm encourages the separation of “known” and “un-

known” data samples, we find that some semantically in-

correct pseudo-label assignments may still occur, leading to

negative knowledge transfer. To mitigate this, we further

introduce a local k-NN clustering strategy by exploiting the

intrinsic consensus structure of the target domain.

We validate the superiority of our GLC via extensive

experiments on four benchmarks (Office-31 [37], Office-

Home [44], VisDA [34], and Domain-Net [33]) under var-

ious category shift situations, including partial-set, open-

set and open-partial-set. Empirical results show that GLC

yields state-of-the-art performance across multiple bench-

marks, even with stricter constraints.

Our contributions can be summarized as follows:

• To the best of our knowledge, we are the first to exploit

and achieve the Source-free Universal Domain Adap-

tation (SF-UniDA) with only a standard pre-trained

closed-set model.

• We propose a generic global and local clustering tech-

nique (GLC) to address the SF-UniDA. GLC equips

with an innovative global one-vs-all clustering algo-

rithm to realize “known” and “unknown” data samples

separation under various category-shift.

• Extensive experiments on four benchmarks under vari-

ous category-shift situations demonstrate the superior-

ity of our GLC technique. Remarkably, in the open-

partial-set DA situation, GLC attains an H-score of

73.1% on the VisDA benchmark, which is 14.8% and

16.7% higher than UMAD and GATE, respectively.

2. Related Work
Unsupervised Domain Adaptation: To alleviate perfor-

mance degeneration caused by domain shift, unsupervised

domain adaptation (UDA) has received considerable inter-

est in recent years. Existing methods can be broadly clas-

sified into three categories: discrepancy based, reconstruc-

tion based, and adversarial based. Discrepancy based meth-

ods [8, 17, 28] usually introduce a divergence criterion to

measure the distance between the source and target data

distributions, and then achieve model adaptation by mini-

mizing the corresponding criterion. Reconstruction based

methods [1, 13, 30] typically introduce an auxiliary im-

age reconstruction task that guides the network to extract

domain-invariant features for model adaptation. Inspired by

GAN [14], adversarial based approaches [12, 27, 40] lever-

age domain discriminators to learn domain-invariant fea-

tures. Despite of effectiveness, these methods typically fo-

cus only on the vanilla closed-set domain adaptation.

Universal Domain Adaptation: To handle category-shift,

there have been some methods proposed for partial-set [4,

5], open-set [26, 32, 41], and open-partial-set domain adap-

tation [39, 47]. However, most of these methods are de-

signed for a specified situation, and are typically not appli-

cable to other category-shift situations. As an example, an

open-partial-set method [47] even underperforms the source

model in the partial-set scenario. Recently, [7,38] propose a

truly universal UDA method, which is applicable to all three

category-shift situations. Nevertheless, most existing meth-

ods need access to source data during adaptation, which is

inefficient and may violate the increasing data protection

policies [45].

Source-free Domain Adaptation: Recently, several

works [21, 22, 35, 46] have attempted to achieve domain

adaptation with knowledge from only the pre-trained source

model rather than raw data. However, to avoid model col-

lapse, these methods commonly focus on the vanilla closed-

set domain adaptation, significantly limiting their usability.

Very recently, few works [18, 23] have studied the source-

free domain adaptation in open-partial-set scenarios. Nev-

ertheless, the requirement of dedicated source model ar-

chitectures, e.g., specialized two-branch open-set recogni-

tion frameworks, greatly limits their deployment in real-

ity. In this paper, we target for achieving truly univer-

sal model adaptation, including partial-set, open-set, and

open-partial-set scenarios, with the knowledge from vanilla

source closed-set model.
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Figure 2. Overview of our proposed Global and Local Clustering technique (GLC). Following the previous source-free closed-set domain

adaptation (SFDA) method [22], given a pre-trained source model fs = hs ◦ gs, we freeze the classifier hs and merely learn the target-

specific feature module gt by fine-tuning the source feature module gs for domain alignment. To realize “known” and “unknown” data

separation, we develop a novel adaptive one-vs-all global clustering algorithm to assign pseudo labels for each target data sample. As we

have no prior about the category shift, we introduce the Silhouette [36] criterion to facilitate us in achieving adaptive one-vs-all clustering.

To avoid misleading from source private categories, we develop a global confidence score based suppression strategy. In addition to global

clustering, we further exploit the local intrinsic structure to mitigate negative transfer. (Best view in color.)

3. Methodology

3.1. Preliminary

In this paper, we aim to achieve model upcycling under

both domain shift and category shift, i.e., the source-free

universal domain adaptation (SF-UniDA). In particular, we

consider the K-way classification. In this setting, there is

a well-designed source domain Ds = {(xi
s, y

i
s)}Ns

i=1 where

xi
s ∈ Xs, yis ∈ Ys, and an unlabeled target domain Dt =

{(xi
t, ?)}Nt

i=1 where xi
t ∈ Xt. For a better illustration, we

denote Y = Ys∩Yt as the common label space, Ȳs = Y\Yt

as the source private label space, and Ȳt = Y \ Ys as the

target private label space, respectively. As aforementioned,

there are three possible category shifts, i.e., the partial-set

DA, PDA, (Ys ⊃ Yt); the open-set DA, OSDA, (Ys ⊂ Yt);

and the open-partial-set DA, OPDA, (Y �= ∅, Ȳs �= ∅, Ȳt �=
∅). The final goal is to identify “known” samples (belonging

to Y) and reject “unknown” samples (belonging to Ȳt) of

Dt, with the knowledge only from source pre-trained model

fs. Ds is not available, and we do not have prior knowledge

of what kind of category shift we are facing.

There have been few works [18,23] explored source-free

domain adaptation under category shift. However, these

methods are limited to specific category shift, and require

dedicated source model architectures. To address these

limitations, we propose to achieve SF-UniDA on the ba-

sis of only the vanilla closed-set model. Following existing

closed-set source-free domain adaptation methods [22, 24],

given a source model fs = hs ◦ gs, consisting of a fea-

ture module gs and a classifier module hs, we capitalize

on the source hypothesis to achieve source and target do-

main alignment. That is, we only learn a target-specific fea-

ture module gt and keep the classifier ht = hs. To real-

ize “known” data identification and “unknown” data rejec-

tion under both domain shift and category shift, we devise a

novel, adaptive, global one-vs-all clustering algorithm. Be-

sides, we further employ a local k-NN clustering strategy

to alleviate negative transfer. The pipeline is presented in

Fig. 2. More details will be described in the following.

3.2. One-vs-all Global Clustering

Pseudo-labeling is a promising technique in unsuper-

vised learning. Traditional pseudo-labeling strategies [19]

assign pseudo labels directly based on sample-level predic-

tions, which are often noisy, especially in the presence of

domain shifts. To mitigate this, there are some pseudo-

labeling strategies [22, 31] exploit the data structure of the

target domain, i.e., the target-specific prototypes. However,

these strategies assume that the source and target domain

share identical label space, making it infeasible under cat-

egory shift. Therefore, a question naturally arises: How to
achieve pseudo-labeling with inconsistent label space? Es-
pecially, for universal domain adaptation, we have no prior
about the category shift between Ys and Yt.

To tackle this, we first view this problem from a simpli-

fied perspective: If Ys ⊂ Yt (i.e., the OSDA setting), and
we were to know the number of categories in the target do-
main is Ct, what kind of pseudo-labeling strategy should
we apply? Intuitively, target domain, in this case, should be

grouped into Ct clusters, each corresponding to a specific
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category. We can then assign pseudo labels via the nearest

cluster centroid classifier. However, even though we apply

existing clustering algorithms, such as K-means [29], to di-

vide the target domain into Ct clusters. It is still challenging

to associate the corresponding semantic category for each

cluster, in particular for the SF-UniDA, as we have no ac-

cess to the source raw data.

In view of this, to ease the challenging semantic associa-

tion, we devise a novel one-vs-all global clustering pseudo-

labeling algorithm. The main idea is that For a particular
“known” category c ∈ Cs, in order to decide whether a
data sample belongs to the c-th category, we need to figure
out what is and what is not the c-th category. The detailed

procedure is presented as follows:

• For a particular c-th category, we first aggregate the

top-K δc(ft(xt)) scores represented instances along

all target domain Dt as positive Pc , and the rest as

negative Nc. Here, δc(ft(xt)) denotes the soft-max

probability of target instance xt belonging to the c-th
class. We empirically set K = Nt/Ct.

• Then, we obtain the positive prototype representation

pc (i.e., what is the c-th category), and negative pro-

totypes {ni
c}Mi=1 (i.e., what are not the c-th category)

via K-means. Noting that we have employed multiple

prototypes to represent the negatives since the nega-

tives contain distinct classes. We set M to Ct instead

of Ct − 1, considering that the “known” category of

the target domain typically involves some hard sam-

ples that are difficult to be selected by top-K sampling.

pc =
1

K

∑
xt∈Pc

gt(xt),

{ni
c}Mi=1 = Kmeans

xt∈Nc

(gt(xt)).

(1)

• Thereafter, we decide whether data sample xt belongs

to the c-th category via the nearest centroid classifier:

q̂c =

{
1, if S(gt(xt), pc) ≥ max{S(gt(xt), n

i
c)}Mi=1

0, if S(gt(xt), pc) < max{S(gt(xt), n
i
c)}Mi=1

(2)

where S(a, b) measures the similarity between a and

b. We apply the cosine similarity function by default.

• Finally, we iterate the above process to obtain the

pseudo labels ŷt for all “known” category c ∈ Cs.

Since each data sample either belongs to the unknown

or to one of the categories in the source domain, it

is not possible to belong to multiple categories at the

same time. Thereby, we introduce a filtering strategy

to avoid semantic ambiguity. Here, we just set the cate-

gory with maximum similarity as the target. It is worth

noting that our algorithm does not require the above

pseudo-label ŷt to be one-hot encoded. Those pseudo

labels with all-zero encoding mean that these data sam-

ples belong to the “unknown” target-private categories

Ȳt. To realize “known” and “unknown” separation, we

then manually set those all-zero encoding pseudo la-

bels to a uniform encoding, i.e., q̂c = 1/Cs.

3.3. Confidence based Source-private Suppression

In the above section, we developed the one-vs-all global

clustering algorithm to assign pseudo labels for OSDA, i.e.,
Ys ⊂ Yt, when the number of categories in the target do-

main Ct is available. However, in addition to OSDA, we

may also encounter PDA and OPDA, where the source do-

main contains categories absent in the target domain. To

make the above algorithm applicable to both OSDA, PDA

and OPDA, it is necessary to tailor the proposed algorithm

to prevent those source-private categories from misleading

pseudo-label assignments.

We empirically found that on positive data group P sam-

pled with top-K on the target domain, those source-private

categories generally yield lower mean prediction confidence

than those source-target shared categories. In light of this

observation, we design a source-private category suppres-

sion strategy based on the mean prediction confidence of

the positive data group P . Specifically, for a particular cat-

egory c ∈ Cs, we tailored the Eq. 2 to:

εc = ρ+
1− ρ

K

∑
xt∈Pc

δc(ft(xt)),

q̂c =

{
1, if εc · S(gt(xt), pc) ≥ max{S(gt(xt), n

i
c)}Mi=1

0, if εc · S(gt(xt), pc) < max{S(gt(xt), n
i
c)}Mi=1

(3)

where εc is the designed source-private suppression weight

for the c-th category, and ρ is a hyper-parameter to control

this weight. We empirically set ρ to 0.75 for all datasets. Its

sensitivity analysis can be found in the experiment.

3.4. Silhouette Based Target Domain Ct Estimation

Based on the previous sections, we now have achieved

the pseudo-labeling algorithm for SF-UniDA. However, it

is still not applicable yet, due to the requirement of prior in-

formation, i.e., the number of categories Ct in the target do-

main, which is commonly unavailable in reality. Therefore,

the last obstacle for us is: How to determine the number of
categories Ct in the target domain?

To address this, a feasible solution is to first enumer-

ate the possible values of the number of categories Ct in

the target domain and divide the target domain into the

corresponding clusters by applying a clustering algorithm

like K-means [29]. Then the clustering evaluation crite-

ria [3, 9, 36, 43] can be employed to determine the appro-

priate number of target domain categories C̃t.

20022



In this paper, we employ the Silhouette criterion [36] to

facilitate estimating C̃t. Technically, for a data sample xt ∈
CI , the Silhouette value s(xt) is defined as:

a(xt) =
1

|CI | − 1

∑
x∈CI ,x �=xt

d(xt, x),

b(xt) = min
J �=I

1

|CJ |
∑
x∈CJ

d(xt, x),

s(xt) =
b(xt)− a(xt)

max{a(xt), b(xt)} .

(4)

where a(xt) and b(xt) measure the similarity of xt to its

own cluster CI (cohesion) and other clusters CJ,J �=I (sep-

aration), respectively. d(xi, xj) measures the distance be-

tween data points xi and xj , and |CI | denotes the size of

cluster CI . The Silhouette value s(xt) ranges from -1 to

+1, where a high value indicates that the data sample xt

has a high match with its own cluster and a low match with

neighboring clusters. Therefore, if most of the data samples

have high Silhouette values, then the clustering configura-

tion is appropriate; otherwise, the clustering configuration

may have too many or too few clusters.

Since it is challenging to obtain the exact number

of target domain categories Ct, in our implementation,

we empirically enumerate the possible values of C̃t as

[1/3Cs, 1/2Cs, Cs, 2Cs, 3Cs], taking into account the sce-

narios may encounter. Note that we only estimate the value

of C̃t at the beginning, and subsequently, we do not change

the value of C̃t considering the overall efficiency.

3.5. Local Consensus Clustering

Although the global one-vs-all clustering pseudo-

labeling algorithm encourages the separation between

“known” and “unknown” data samples, semantically in-

correct pseudo-label assignments still occur due to domain

shift and category shift, resulting in negative transfer.

To mitigate this, we further introduce a local k-NN con-

sensus clustering strategy that exploits the intrinsic consen-

sus structure of the target domain Dt. Specifically, dur-

ing model adaptation, we maintain a memory bank Gt =
{gt(xt), δ(ft(xt))}xt∈Dt

, which contains the target fea-

tures and corresponding prediction scores. The local k-NN

consensus clustering is then realized by:

lic =
1

|Li|
∑

xt∈Li

δc(ft(xt)),

Lloc
tar = − 1

N

N∑
i=1

Cs∑
c=1

lic log δc(ft(x
i
t)).

(5)

where δc(ft(xt)) denotes the soft-max probability of data

instance xt belonging to the c-th class, Li refers to the set

of nearest neighbors of data xi
t in the embedding feature

space. Here, we apply the cosine similarity function to find

the nearest neighbors Li of xi
t in the memory bank Gt. We

then encourage minimizing the cross entropy loss between

xi
t and the nearest neighbors Li to achieve the local seman-

tic consensus clustering.

3.6. Optimization Objective

The overall training loss of GLC can be written as:

Lglb
tar = − 1

N

N∑
i=1

Cs∑
c=1

q̂ic log δc(ht(gt(x
i
t)))),

Ltar = ηLglb
tar + Lloc

tar.

(6)

where q̂ic denotes the global clustering pseudo label for

data sample xi
t, and Lglb

tar is the corresponding global cross-

entropy loss. η > 0 is a trade-off hyper-parameter.

3.7. Inference Details

As there is only one standard classification model, we

apply the normalized Shannon Entropy [42] as the uncer-

tainty metric to separate known and unknown data samples:

I(xt) = − 1

logCs

Cs∑
c=1

δc(ft(xt)) log δc(ft(xt)) (7)

where Cs is the class number of source domain Ds, and

δc(ft(xt)) denotes the soft-max probability of data sample

xt belonging to the c-th class. The higher the uncertainty,

the more the model ft tends to assign an unknown label

to the data sample. During inference stage, given an input

sample xt, we first compute I(xt) and then predict the class

of y(xt) with a pre-defined threshold ω as:

y(xt) =

{
unknown, if I(xt) ≥ ω

argmax(ft(xt)), if I(xt) < ω
(8)

which either rejects the input sample xt as unknown or clas-

sifies it into a known class. In our implementation, we set

ω = 0.55 for all standard benchmark datasets. Its sensitiv-

ity analysis can be found in the experiments.

4. Experiments
4.1. Setup

Dataset: We utilize the following standard datasets

in DA to evaluate the effectiveness and versatility of our

method. Office-31 [37] is a widely-used small-sized do-

main adaptation benchmark, consisting of 31 object classes

(4,652 images) under office environment from three do-

mains (DSLR (D), Amazon (A), and Webcam (W)). Office-
Home [44] is another popular medium-sized benchmark,

consisting of 65 categories (15,500 images) from four do-

mains (Artistic images (Ar), Clip-Art images (Cl), Product
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Table 1. H-score (%) comparison in OPDA scenario on Office-Home.Some results are cited from GATE [7] and UMAD [23]. SF denotes

source data-free. We compare GLC with SF methods and non-SF methods. (Best in red and second best in blue)

Methods SF OPDA OSDA PDA Ar2Cl Ar2Pr Ar2Re Cl2Ar Cl2Pr Cl2Re Pr2Ar Pr2Cl Pr2Re Re2Ar Re2Cl Re2Pr Avg

UAN [47] � � � � 51.6 51.7 54.3 61.7 57.6 61.9 50.4 47.6 61.5 62.9 52.6 65.2 56.6

CMU [11] � � � � 56.0 56.9 59.2 67.0 64.3 67.8 54.7 51.1 66.4 68.2 57.9 69.7 61.6

DCC [20] � � � � 58.0 54.1 58.0 74.6 70.6 77.5 64.3 73.6 74.9 81.0 75.1 80.4 70.2

OVANet [39] � � � � 62.8 75.6 78.6 70.7 68.8 75.0 71.3 58.6 80.5 76.1 64.1 78.9 71.8

GATE [7] � � � � 63.8 75.9 81.4 74.0 72.1 79.8 74.7 70.3 82.7 79.1 71.5 81.7 75.6

Source-only � - - - 47.3 71.6 81.9 51.5 57.2 69.4 56.0 40.3 76.6 61.4 44.2 73.5 60.9

SHOT-O [22] � � � � 32.9 29.5 39.6 56.8 30.1 41.1 54.9 35.4 42.3 58.5 33.5 33.3 40.7

UMAD [23] � � � � 61.1 76.3 82.7 70.7 67.7 75.7 64.4 55.7 76.3 73.2 60.4 77.2 70.1

GLC � � � � 64.3 78.2 89.8 63.1 81.7 89.1 77.6 54.2 88.9 80.7 54.2 85.9 75.6

Table 2. H-score (%) comparison in OPDA scenario on Office-31, VisDA, and DomainNet. Some results are cited from UMAD [23].

Methods SF OPDA OSDA PDA

Office-31 VisDA DomainNet

A2D A2W D2A D2W W2A W2D Avg S2R P2R P2S R2P R2S S2P S2R Avg

UAN [47] � � � � 59.7 58.6 60.1 70.6 60.3 71.4 63.5 34.8 41.9 39.1 43.6 38.7 38.9 43.7 41.0

CMU [11] � � � � 68.1 67.3 71.4 79.3 72.2 80.4 73.1 32.9 50.8 45.1 52.2 45.6 44.8 51.0 48.3

DCC [20] � � � � 88.5 78.5 70.2 79.3 75.9 88.6 80.2 43.0 56.9 43.7 50.3 43.3 44.9 56.2 49.2

OVANet [39] � � � � 85.8 79.4 80.1 95.4 84.0 94.3 86.5 53.1 56.0 47.1 51.7 44.9 47.4 57.2 50.7

GATE [7] � � � � 87.7 81.6 84.2 94.8 83.4 94.1 87.6 56.4 57.4 48.7 52.8 47.6 49.5 56.3 52.1

Source-only � - - - 70.9 63.2 39.6 77.3 52.2 86.4 64.9 25.7 57.3 38.2 47.8 38.4 32.2 48.2 43.7

SHOT-O [22] � � � � 73.5 67.2 59.3 88.3 77.1 84.4 75.0 44.0 35.0 30.8 37.2 28.3 31.9 32.2 32.6

UMAD [23] � � � � 79.1 77.4 87.4 90.7 90.4 97.2 87.0 58.3 59.0 44.3 50.1 42.1 32.0 55.3 47.1

GLC � � � � 81.5 84.5 89.8 90.4 88.4 92.3 87.8 73.1 63.3 50.5 54.9 50.9 49.6 61.3 55.1

Table 3. Details of class split. Here, Y , Ȳs, and Ȳt denotes the

source-target-shared class, the source-private class, and the target-

private class, respectively.

Dataset
Class Split(Y/Ȳs/Ȳt)

OPDA OSDA PDA

Office-31 [37] 10/10/11 10/0/11 10/21/0

Office-Home [44] 10/5/50 25/0/40 25/40/0

VisDA-C [34] 6/3/3 6/0/6 6/6/0

DomainNet [33] 150/50/145 - -

images (Pr), and Real-World images (Rw)). VisDA-C [34]

is a more challenging benchmark with 12 object classes,

where the source domain contains 152,397 synthetic images

generated by rendering 3D models and the target domain

consists of 55,388 images from Microsoft COCO. Domain-
Net [33], is the largest domain adaptation benchmark with

about 0.6 million images, which contains 345 classes. Sim-

ilar to previous works [7, 23], we conduct experiments on

three subsets from it (Painting (P), Real (R), and Sketch

(S)). We evaluate our GLC on partial-set DA (PDA), open-

set DA (OSDA), and open-partial-set DA (OPDA) scenar-

ios. Detailed classes split are summarized in Table 3.

Evaluation protocols: For a fair comparison, we uti-

lize the same evaluation metric as previous works [7, 20].

Specifically, in PDA scenario, we report the classification

accuracy over all target samples. In OSDA and OPDA sce-

narios, considering the trade-off between “known” and “un-

known” categories, we report the H-score, i.e., the harmonic

mean of the accuracy of “known” and “unknown” samples.

Implementation details: We adopt the same network

architecture with existing baseline methods. Specifically,

we adopt the ResNet-50 [15] pre-trained on ImageNet [10]

as the backbone for all datasets. For preparing the source

model, here, we utilize the same network structure and

training recipe as SHOT [22]. We present more details

about source model training in the supplementary. During

target model adaptation, we apply the SGD optimizer with

momentum 0.9. The batch size is set to 64 for all bench-

mark datasets. We set the learning rate to 1e-3 for Office-

31 and Office-Home, and 1e-4 for VisDA and DomainNet.

For hyper-parameter, as we described in previous sections,

we set ρ to 0.75 for all datasets. For local k-NN consen-

sus clustering, |L| is set to 4 for all benchmarks. As for η,

we set it to 0.3 for Office-31, VisDA, and 1.5 for Office-

Home and DomainNet. All experiments are conducted on

an RTX-3090 GPU with PyTorch-1.10.

4.2. Experiment Results

To verify the effectiveness of our GLC, we conduct ex-

tensive experiments on three possible category-shift sce-

narios, i.e., open-partial-set DA (OPDA), open-set DA

(OSDA), and partial-set DA (PDA). We compare GLC with

data-dependent and more recent data-free methods to em-

pirically demonstrate the merit of GLC. In adaptation, data-
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Table 4. H-score (%) comparison in OSDA scenario on Office-Home, Office-31, and VisDA. (Best in red and second best in blue)

Methods SF OPDA OSDA PDA

Office-Home Office31 VisDA

Ar2Cl Ar2Pr Ar2Re Cl2Ar Cl2Pr Cl2Re Pr2Ar Pr2Cl Pr2Re Re2Ar Re2Cl Re2Pr Avg Avg Avg

OSBP [41] � � � � 55.1 65.2 72.9 64.3 64.7 70.6 63.2 53.2 73.9 66.7 54.5 72.3 64.7 83.7 52.3

ROS [2] � � � � 60.1 69.3 76.5 58.9 65.2 68.6 60.6 56.3 74.4 68.8 60.4 75.7 66.2 85.9 66.5

CMU [11] � � � � 55.0 57.0 59.0 59.3 58.2 60.6 59.2 51.3 61.2 61.9 53.5 55.3 57.6 65.2 54.2

DANCE [38] � � � � 6.5 9.0 9.9 20.4 10.4 9.2 28.4 12.8 12.6 14.2 7.9 13.2 12.9 79.8 67.5

DCC [20] � � � � 56.1 67.5 66.7 49.6 66.5 64.0 55.8 53.0 70.5 61.6 57.2 71.9 61.7 72.7 59.6

OVANet [39] � � � � 58.6 66.3 69.9 62.0 65.2 68.6 59.8 53.4 69.3 68.7 59.6 66.7 64.0 91.7 66.1

GATE [7] � � � � 63.8 70.5 75.8 66.4 67.9 71.7 67.3 61.5 76.0 70.4 61.8 75.1 69.0 89.5 70.8

Source-only � - - - 46.1 63.3 72.9 42.8 54.0 58.7 47.8 36.1 66.2 60.8 45.3 68.2 55.2 69.6 29.1

SHOT-O [22] � � � � 37.7 41.8 48.4 56.4 39.8 40.9 60.0 41.5 49.7 61.8 41.4 43.6 46.9 77.5 28.1

UMAD [23] � � � � 59.2 71.8 76.6 63.5 69.0 71.9 62.5 54.6 72.8 66.5 57.9 70.7 66.4 89.8 66.8

GLC � � � � 65.3 74.2 79.0 60.4 71.6 74.7 63.7 63.2 75.8 67.1 64.3 77.8 69.8 89.0 72.5

Table 5. Accuracy (%) comparison in PDA scenario on Office-Home, Office-31, and VisDA. (Best in red and second best in blue)

Methods SF OPDA OSDA PDA

OfficeHome Office31 VisDA

Ar2Cl Ar2Pr Ar2Re Cl2Ar Cl2Pr Cl2Re Pr2Ar Pr2Cl Pr2Re Re2Ar Re2Cl Re2Pr Avg Avg Avg

ETN [6] � � � � 59.2 77.0 79.5 62.9 65.7 75.0 68.3 55.4 84.4 75.7 57.7 84.5 70.4 96.7 59.8

BA3US [25] � � � � 60.6 83.2 88.4 71.8 72.8 83.4 75.5 61.6 86.5 79.3 62.8 86.1 76.0 97.8 54.9

DANCE [38] � � � � 53.6 73.2 84.9 70.8 67.3 82.6 70.0 50.9 84.8 77.0 55.9 81.8 71.1 86.0 73.7

DCC [20] � � � � 54.2 47.5 57.5 83.8 71.6 86.2 63.7 65.0 75.2 85.5 78.2 82.6 70.9 93.3 72.4

OVANet [39] � � � � 34.1 54.6 72.1 42.4 47.3 55.9 38.2 26.2 61.7 56.7 35.8 68.9 49.5 74.6 34.3

GATE [7] � � � � 55.8 75.9 85.3 73.6 70.2 83.0 72.1 59.5 84.7 79.6 63.9 83.8 74.0 93.7 75.6

Source-only � - - - 45.9 69.2 81.1 55.7 61.2 64.8 60.7 41.1 75.8 70.5 49.9 78.4 62.9 87.8 42.8

SHOT-P [22] � � � � 64.7 85.1 90.1 75.1 73.9 84.2 76.4 64.1 90.3 80.7 63.3 85.5 77.8 92.2 74.2

UMAD [23] � � � � 51.2 66.5 79.2 63.1 62.9 68.2 63.3 56.4 75.9 74.5 55.9 78.3 66.3 89.5 68.5

GLC � � � � 55.9 79.0 87.5 72.5 71.8 82.7 74.9 41.7 82.4 77.3 60.4 84.3 72.5 94.1 76.2

dependent methods typically require access to source raw-

data, while data-free methods require source pre-trained

models. In particular, GLC requires only a standard pre-

trained source model, i.e., without any dedicated model ar-

chitectures as [18, 23]. For a fair comparison, all meth-

ods are performed without the prior knowledge of category-

shift, except those designed only for specific scenarios.

Results on OPDA: We first conduct experiments on

the most challenging setting, i.e., OPDA, in which both

source and target domains involve private categories. Re-

sults on Office-Home are summarized in Table 1, and re-

sults on Office-31, VisDA and DomainNet are summa-

rized in Table 2. As shown in Table 1 and Table 2, our

GLC achieves new state-of-the-arts, even compared to pre-

vious data-dependent methods. Especially, on VisDA, GLC

achieves the H-score of 73.1%, which surpasses GATE [7]

and UMAD [23] by a wide margin (16.7% and 14.8%). On

the largest benchmark, i.e., DomainNet, GLC still achieves

consistent performance improvements compared to UMAD

and GATE, with gains of approximately 8.0% and 3.0%.

Results on OSDA: We then conduct experiments on

OSDA, where only the target domain involves categories

not presented in the source domain. Results on Office-

Home, Office-31, and VisDA are summarized in Table 4. As

shown in Table 4, GLC still achieves state-of-the-art perfor-

mance. Specifically, GLC obtains 69.8% H-score on Office-

Table 6. Ablation Study. Results for OPDA on Office-31, Office-

Home, and VisDA with different variants of GLC.

Method Office-31 Office-Home VisDA

Source model 64.9 60.9 25.7

GLC (w/o Lloc
tar) 86.1 74.8 66.0

GLC (w/o Lglb
tar) 87.4 67.2 57.3

GLC (full) 87.8 75.6 73.1

Home and 72.5% H-score on VisDA, with an improvement

of 3.4% and 5.7% compared to UMAD.

Results on PDA: We last verify the effectiveness of GLC

on PDA, where the label space of the target domain is a

subset of the source domain. Results summarized in Ta-

ble 5 show that GLC still achieves comparable performance

compared to methods tailored for PDA. In a fairer compari-

son, GLC clearly outperforms UMAD, specifically achiev-

ing performance gains of 6.2%, 4.6%, and 7.7% on Office-

31, Office-Home, and VisDA, respectively.

4.3. Experiment Analysis

Ablation Study: To verify the effectiveness of differ-

ent components within GLC, we conduct extensive ablation

studies on Office-31, Office-Home, and VisDA in OPDA

scenarios. The results are summarized in Table 6. Here

GLC w/o Lglb
tar refers to that we only employ the local

k-NN consensus clustering loss to regulate model adapta-
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(a) sensitivity to  (c) H-score w.r.t   (d) H-score convergence(b) sensitivity to  
Epoch

( 4)3 / ( 3)0.
Figure 3. Analysis of GLC. (a-b) present the hyper-parameter sensitivity of η and ρ on Office-31 in OPDA. (c) plots the H-score with

respect to ω on Office-Home in OPDA. (d) shows the H-score curves on VisDA in OPDA during the training process. Here GLC (w/o glb)

refers to GLC w/o Lglb
tar and GLC w/o knn denotes GLC w/o Lloc

tar .

tion, while GLC w/o Lloc
tar denotes that we only employ

the global one-vs-all clustering based pseudo-labeling al-

gorithm to achieve model adaptation. From these results,

we can conclude that our local and global clustering strate-

gies are complementary to each other. And global clustering

is of vital importance to help us distinguish “known” and

“unknown” categories. For example, on VisDA, with only

Lglb
tar, we can advance the source model from the H-score of

25.7% to 66.0%, and outperform GATE by 9.6%.

Hyper-parameter Sensitivity: We first study the pa-

rameter sensitivity of η and ρ on Office-31 under OPDA

setting in Fig. 3 (a-b), where η is in the range of [0.1, 0.2,

0.3, 0.4, 0.5], and ρ is in the range of [1/2, 2/3, 3/4, 4/5,

1.0]. Note that ρ = 1.0 denotes that we do not introduce the

confidence based source-private suppression mechanism. It

is easy to find that results around the selected parameters

η = 0.3 and ρ = 0.75 are stable, and much better than

the source model. By oracle validation, we may find bet-

ter hyper-parameter settings, e.g., η = 0.1 and ρ = 0.50.

In Fig. 3 (c), we present the H-score with respect to ω on

Office-Home in OPDA. For all benchmarks, we pre-define

ω = 0.55 to separate “known” and “unknown” samples.

The results show that H-score is relatively stable around our

selection, and we could achieve better performance when

setting ω to 0.65 via oracle validation. Besides, in Fig. 3

(d), we illustrate the H-score convergence curves on VisDA.

Varying Unknown Classes: As increasing “unknown”

classes, it becomes more difficult to correctly identify the

“unknown” and “known” objects. To examine the robust-

ness of GLC, we compare GLC with other methods when

varying unknown classes on Office-Home under OPDA set-

ting. Fig. 4 shows that GLC achieves more stable and much

better performance against existing methods.

4.4. Discussion

So far, most existing domain adaptation methods de-

signed for category shift are not applicable to the vanilla

closed-set DA (CLDA). To verify the effectiveness of GLC

in CLDA, we have conducted experiments on Office-31 and

Office-Home in the Appendix. Moreover, existing meth-

ods usually perform experiments only on standard computer

(a) Ar Re in OPDA (b) Cl  in OPDA
Figure 4. H-score (%) of OPDA when varying the number of

unknown classes in Office-Home. GLC shows stable and much

superior performance against existing methods.

science benchmarks. Here, we have validated the effective-

ness of GLC in more realistic applications, including re-

mote sensing in PDA, wildlife classification in OSDA, and

single-cell RNA sequence identification in OPDA. These

results are also presented in the Appendix.

5. Conclusion
In this paper, we have presented Global and Local Clus-

tering (CLC) for upcycling models under domain shift and

category shift. Technically, we have devised an innovative

one-vs-all global clustering strategy to realize “unknown”

and “known” data separation, and introduced a local k-NN

clustering strategy to alleviate negative transfer. Compared

to existing approaches that require source data or are only

applicable to specific category shifts, GLC is appealing by

enabling universal model adaptation on the basis of only

standard pre-trained source models. Extensive experiments

in partial-set, open-set, and open-partial-set DA scenarios

across several benchmarks have verified the effectiveness

and superiority of GLC. Remarkably, GLC significantly

outperforms existing methods by almost 15% on the VisDA

benchmark in open-partial-set DA scenario.
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