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Figure 1. Our generative model is learned in an unsupervised setting from a diverse, unstructured and unlabeled motion dataset and yields
a highly semantic, clustered, latent space that facilitates synthesis operations. An encoder and a mapping network enable the employment
of real and generated motions, respectively.

Abstract

The emergence of neural networks has revolutionized the
field of motion synthesis. Yet, learning to unconditionally
synthesize motions from a given distribution remains chal-
lenging, especially when the motions are highly diverse. In
this work, we present MoDi – a generative model trained
in an unsupervised setting from an extremely diverse, un-
structured and unlabeled dataset. During inference, MoDi
can synthesize high-quality, diverse motions. Despite the
lack of any structure in the dataset, our model yields a
well-behaved and highly structured latent space, which
can be semantically clustered, constituting a strong motion
prior that facilitates various applications including seman-
tic editing and crowd animation. In addition, we present an
encoder that inverts real motions into MoDi’s natural mo-
tion manifold, issuing solutions to various ill-posed chal-
lenges such as completion from prefix and spatial editing.
Our qualitative and quantitative experiments achieve state-
of-the-art results that outperform recent SOTA techniques.
Code and trained models are available at https://sigal-
raab.github.io/MoDi.

1. Introduction
The field of motion synthesis includes a wide range of

long-standing tasks whose goal is to generate a sequence

of temporally coherent poses that satisfy given cues and/or
spatio-temporal constraints and importantly, look natural.
In particular, learning to synthesize human motion from
a given data distribution is a challenging task, especially
when the dataset is highly diverse, unstructured, and unla-
beled. In recent years, deep neural networks have become a
popular tool for motion generation, and their excellent per-
formance is imputed to their ability to learn motion priors
from large-scale datasets. However, learning a motion prior
from a diverse dataset remains a challenge.

Previous works focus on synthesizing specific types of
motion of limited diversity [28], conditioned by a set of
frames [62] or by a label indicating a text or an action [51].

In this work, we present MoDi, an unconditional gener-
ative model that synthesizes diverse motions. MoDi is un-
supervised and is trained on diverse, unstructured, and un-
labeled datasets, yielding a well-behaved, highly semantic
latent space, facilitating a variety of synthesis operations.

Our design is inspired by the powerful architecture of
StyleGAN [34], which has become a foundation for syn-
thesis in the imaging domain, as it learns a well-structured
latent space that allows incredible semantic editing capa-
bilities [10]. However, there is a significant gap between
the imaging and motion domains; Images possess a regu-
larized 2D spatial structure with a relatively large number
of degrees of freedom (DoF), while motion data is irregu-
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lar, consisting of a skeletal graph with a temporal axis that
has a smaller number of DoF. To mitigate this gap, we have
conducted a thorough study of potential operators (2D vs.
3D convolutions, with and without skeleton-aware [2]), ar-
chitectural variations (order and number of blocks, resolu-
tion, layers), and even propose a new building block (a con-
volutional scaler) that enables us to achieve state-of-the-art
results in unconditional motion synthesis.

Our results show that MoDi learns a structured latent
space that can be clustered into regions of semantically sim-
ilar motions without any supervision. This latent space fa-
cilitates applications on diverse motions, including seman-
tic editing, semantic interpolation between motions, and
crowd animation.

In addition, we present an encoder architecture that
leverages the knowledge we acquired on the generative
model architecture, to invert unseen motions into MoDi’s
latent space, facilitating the usage of our generative prior on
real-world motions. Inversion by an encoder enables us to
project motions into the latent space within a feed-forward
pass, instead of optimizing the latent code which requires
several minutes for a single input [45]. Importantly, an en-
coder can better project a given motion to the well-behaved
part of the latent space and can better assist in solving ill-
posed problems (e.g., motion prediction from prefix) as it
learns to target its projections to the healthy regions of the
latent space instead of overfitting to the input motion.

We evaluate our model qualitatively and quantitatively
on the Mixamo [5] and HumanAct12 [21] datasets and show
that it outperforms SOTA methods in similar settings. The
strength of our generative prior is demonstrated through the
various applications we show in this work, such as motion
fusion, denoising, and spatial editing.

2. Related Work
The emergence of neural networks has transformed the

field of motion synthesis, and many novel neural models
have been developed in recent years [29,30]. Most of these
models focus on specific human motion related tasks, con-
ditioned on some limiting factors, such as motion prefix
[7,9,22,25,59,61], in-betweening [15,23,24,35], motion re-
targeting or style transfer [2–4,27,52], music [8,37,40,49],
action [13, 21, 43, 51], or text [6, 11, 20, 44, 50, 51, 60].

A large number of models focus on action conditioned
generation. These works are closer in spirit to ours, hence in
the following we elaborate about them. These models can be
roughly divided to autoregressive [16, 17, 21, 22, 32, 41, 43,
62], diffusion-based [51] and GAN-based [14, 54, 56, 58].

Petrovich et al. [43] learn an action-aware latent repre-
sentation by training a VAE. They sample from the learned
latent space and query a series of positional encodings
to synthesize motion sequences conditioned on an action.
They employ a transformer for encoding and decoding a

sequence of parametric SMPL human body models. Ma-
heshwari et al. [41] generate single or multi-person pose-
based action sequences with locomotion. They present gen-
erations conditioned by 120 action categories. They use a
Conditional Gaussian Mixture Variational Autoencoder to
enable intra and inter-category diversity. Wang et al. [53]
employ a sequence of recurrent autoencoders. They replace
the KL divergence loss with a discriminator to ensure the
bottleneck distribution.

Some GAN-based models are combined with factors that
limit their generalization, such as Gaussian processes [56]
or auto encoders [54,58]. Degardin et al. [14] fuse the archi-
tectures of GANs and GCNs to synthesize the kinetics of the
human body. Like us, they borrow a mapping network from
StyleGAN [34]. However, their model does not utilize im-
portant aspects of StyleGAN such as multi-level style injec-
tion. As we demonstrate, these aspects significantly amelio-
rate the quality of the synthesized motions. Unlike the above
conditional models, we present an unconditional method.

Only a few works enable pure unconditioned synthesis.
Holden et al. [29] present a pioneering work in deep mo-
tion synthesis. Their latent space is not sufficiently disen-
tangled, so they train a separated feed-forward network for
each editing task, while MoDi either performs editing in
the latent space with no need to train an additional net-
work (Sec. 4.1), or uses a single encoder for a variety of
applications (Sec. 4.2). Several conditional works [14, 56]
use an unconditional baseline but focus on the conditional
task. Another model that supports an unconstrained setting
is MDM [51]. Although they use state-of-the-art diffusion
models, we demonstrate that MoDi outperforms their un-
conditional synthesis setting (Sec. 5.1). See our sup. mat.
for an elaborated discussion about unconditional works.

To process motion with deep learning, some works con-
vert it into a pseudo image, where joints and time-frames
correspond to image height and width, and joint features
(e.g. coordinates) are equivalent to RGB channels [25, 29,
41, 43]. Although intuitive, this approach does not account
for the fact that joints may not be adjacent like image pixels.
TSSI [57] partially solves this problem by replicating some
joints to ensure skeletal continuity in convolution. However,
it does not reflect all neighborhood degrees. The emergence
of graph-based convolutional networks has been adopted
by the motion research community [56], since the human
skeleton can be naturally represented by a graph, where the
joints and bones are represented with vertices and edges,
respectively. A full motion is then considered as a spatio-
temporal graph [14, 58]. Since a single kernel shared by all
joints cannot capture the fine nuances of each joint, more
advanced techniques [2,38,48,55,56] exploit the advantage
of using finite size skeletons with predefined topology. Each
skeletal joint is unique in the way it relates to its neighbors.
In our work, we adopt this approach and dedicate a unique
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kernel for each joint.

3. Method
At the crux of our approach lays a deep generative model

trained in an unsupervised manner on an extremely diverse,
unstructured and unlabeled motion dataset. Our network re-
ceives a noise vector drawn from an i.i.d Gaussian distri-
bution and outputs a natural, temporally coherent human
motion sequence. Once the generator is trained, the learned
prior can be leveraged for various applications, and can be
applied to either synthetic or real motions using an encoder
model that receives a motion tensor and inverts it into the
latent space of the generative model.

In recent years, generative works in the image domain
have attained unprecedented synthesis quality [12, 26, 36],
and our framework is inspired by one of the prominent
methods – StyleGAN [33, 34]. However, StyleGAN as is
cannot be used for motion synthesis since there is a signif-
icant domain gap between images and motions that makes
the adaptation non-trivial. First, images possess a regular-
ized spatial structure with an inductive bias of pixel neigh-
borhood which is strongly exploited, while motions are ir-
regular, consisting of joints whose features are adjacent in
a tensor but are unnecessarily adjacent in the skeletal topol-
ogy. Second, images have a relatively larger number of DoF
compared to the DoF of motion which is limited by the
number of joints.

To bridge the gap, our architectural design employs
structure-aware neural filters that enable coping with irreg-
ular motion representation. Unlike prior works, we employ
3D convolutions instead of 1D or 2D ones, facilitating con-
volutional operators with a dedicated kernel for each skele-
tal joint. The benefit of 3D filters is detailed in the sup. mat.
To address the low DoF and avoid over-fitting, we use a
shallower hierarchy than in the imaging domain. Moreover,
we suggest a novel skeleton-aware convolutional-pooling
filter to boost the performance of our networks.

Next, we discuss our structure-aware modules and net-
work architecture and present an inversion technique that
projects a given motion into the learned latent space. In
Sec. 4.1 we show that our latent space is semantically clus-
tered and demonstrate semantic editing applications, and
in Sec. 4.2 we demonstrate that ill-posed problems can be
solved with our encoder. Finally, we show a quantitative and
qualitative evaluation of our framework and compare it to
state-of-the-art alternatives (Section 5). We refer the reader
to the supplementary video to see the results of our work.

3.1. Motion Representation
We describe a motion using temporally coherent 3D joint

rotations, R∈RT×J×K , where T , J , and K are the numbers
of frames, joints and rotation features, respectively. Unit
quaternions (4D) attain the best empirical results for rota-
tion representation. The root joint position is represented by

Figure 2. 3D convolutional scaler: Each horizontal slice affects one
entity in the fine character (left), and each vertical slice (xz plane)
affects one entity in the coarse character (right). Each entity in the
coarse character “sees” only weights related to relevant entities of
the fine character, emphasized with saturated colors in the filter.

a sequence of global displacements, P∈RT×3, from which
we extract their velocities, V ∈RT×3. In addition, our net-
work learns to refrain from foot sliding artifacts using bi-
nary foot contact labels, F∈{0, 1}T×2, that are concatenated
to the joints axis. We zero-pad the feature dimension of the
root location and the foot contact labels to the size of the ro-
tation feature, K, and add an extra dimension, so all entities
(R, V and F) possess the same number of features. Alto-
gether we have R ∈ RT×J×K (unchanged), V̂ ∈ RT×1×K ,
and F̂∈RT×2×K . Once all features share the same size, we
concatenate them to obtain the complete space by

Mfull ≡ RT×E×K , (1)

where E=J+3 is the number of entities (R, V and F).
Let Mnat denote the space of natural motions that are

plausible for humans to enact. Each motion m ∈ Mnat is
represented by a tuple, [Rm, V̂m, F̂m]. Note that the sub-
space of all human motions, Mnat ⊂Mfull, is extremely
sparse, as most of the values in Mfull correspond to mo-
tions that are unnatural or impossible for humans.

Our network has a hierarchical structure that evolves the
motion representation from coarse to fine. At each level ℓ,
the number of frames, joints, entities, and features is de-
noted by Tℓ, Jℓ, Eℓ, and Kℓ, respectively. The number of
frames Tℓ increases between two consecutive levels by a
factor of 2, and the number of joints increases by a topo-
logically specified factor in order to obtain a meaningful
refinement of the skeleton [2,14]. More representation con-
siderations are detailed in the sup. mat.

3.2. Structure-aware Neural Modules
We consider the human skeleton as a directed graph,

where the joints stand for vertices and the bones stand for
directed edges. We associate each skeletal joint with the
edge that is directed towards it, hence they share the same
features. The root joint, to which no edge is directed, is as-
sociated with an abstract edge that starts at the origin.

Some works [14,58] use Graph Convolutional Networks
(GCNs) for neural computation. Like GCNs, they em-
ploy the same kernels to all graph vertices. Unlike general
graphs, the topology of the skeleton is known in advance,
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and has a finite size. These facts can be exploited to get
better sensitivity to each joint’s unique role in the skeleton.
We follow the works that exploit the knowledge of skeletal
topology [2,56] and dedicate separate kernels for each joint.

However, these works use naı̈ve pooling to up/down
sample the skeletal (spatial) domain, which are essen-
tially mere copying and averaging. Alternatively, we present
a spatio-temporal convolutional operator, that scales the
skeleton topology, as well as the temporal dimension.
We use the same filter architecture for convolution dur-
ing down-sampling and transposed convolution for up-
sampling. We achieve the desired functionality by adding
a dimension to the kernels for the outgoing joints, similar to
the way a dimension is added for the outgoing channels. The
dimensions of each filter are then Kℓ+1×Kℓ×Eℓ+1×Eℓ×U ,
where U is the filter width. Fig. 2 visualizes our novel con-
volutional scaler filter and the sup. mat. elaborates on it.

In addition, we use one existing skeleton-aware module,
namely in-place convolution [2], and add a third dimension
to it too. The motivation for the extra dimension is the con-
venience of applying modulation, explained in the sup. mat.
The sup. mat. also describes skeleton-aware modules in ex-
isting works (convolutional and pooling).

3.3. Generative Network Architecture
Our network receives a noise vector drawn from an i.i.d

Gaussian distribution, Z , and outputs a natural, temporally
coherent, human motion sequence, as depicted in Fig. 3.
Our generator G consists of two main parts: a mapping net-
work that maps noise into a well-behaved, structured, latent
space, and a fully convolutional neural network that maps a
learned constant and the latent code into the final motion.
Mapping network Let Z = N (⃗0, I) be a multivariate nor-
mal distribution. Given a latent code z ∈ Z , a non-linear
mapping network produces a latent value, w ∈ W , where
W is known to be disentangled and well behaved, as studied
for images [42, 46] and for motions [14].
Motion synthesis network We use a hierarchical frame-
work that learns to convert a learned constant into a motion
representation via a series of skeleton-aware convolutional
layers (Sec. 3.2), where the traditional skeletal pooling layer
is replaced by our convolutional scaler. The layers in the
motion synthesis network are modulated by style codes that
are injected in each level and modify second-order statistics
of the channels, in a spatially invariant manner [31]. The
style codes are learned from the outputs of the mapping net-
work, using affine transformation.

We employ a discriminator [18], D, that holds the re-
verse architecture of the synthesis network. It receives gen-
erated or real motion and processes it in skeleton-aware
neural blocks that downscale gradually. A recap of Style-
GAN, and details on training setups and hyperparameters,
are given in the sup. mat.

We train our network with all the StyleGAN losses [34]:
adversarial loss, path length regularization, and R1 regular-
ization. For completeness, these losses are detailed in the
sup. mat. We add two skeleton-related losses.

Accurate foot contact is a major factor in motion quality.
There is already special care for foot contact in the adver-
sarial loss, as Mnat contains foot contact labels. However,
we notice that encouraging contact between the feet and the
ground improves the naturalness of the motions, and dis-
courages the phenomenon of “floating” feet. Hence, we add
an encouragement regulation

LG
tch = E

z∼Z
[− log s(G(z)F ))] , (2)

where (·)F is the contact-label component of the motion,
and s(·) is the sigmoid function.

In addition, we use contact consistency loss [39, 47],
which requires that a high velocity should not be possible
while a foot is touching the ground:

LG
fcon = E

z∼Z

[∥∥∥FK (G(z))f

∥∥∥2
2
· s (G(z)F )

]
, (3)

where FK is a forward kinematic operator yielding joint
locations, and (·)f is feet velocity extracted from them.

Although our foot contact losses notably mitigate slid-
ing artifacts, we further clean foot contact with a fully auto-
matic procedure using standard IK optimization [39].

3.4. Encoder Architecture
Our encoder projects input motions onto the learned la-

tent space such that it can be reconstructed by our synthesis
network (with fixed weights), depicted in Fig. 5. The input
motion can originate from video footage (using 3D motion
reconstruction [19]), a dataset, or a motion-capture system.
Thus, our encoder enables using the advantages of our well-
behaved learned latent space on real motions rather than on
generated ones. Moreover, the encoder aims its projections
to the healthy part of the latent space, resulting in natural-
looking results to ill-posed tasks (Sec. 4.2).

Our encoder, I , holds the reverse architecture of the syn-
thesis network, similar to the discriminator D. It processes
the input motion in skeleton-aware neural blocks that down-
scale gradually, as shown in Fig. 4. Inversion quality is im-
proved when using W+ [1] rather than W . See the sup. mat.
for a recap regarding W+.

In order to train the encoder we split Mnat into sets of
train Mtrn and test Mtst, with a ratio of 80:20, respec-
tively, and train the encoder on the training set only. The
encoder is trained with several losses.
Reconstruction loss The main goal of the encoder is to
predict a latent variable I(m) ∈ W+ such that G(I(m))
is as close as possible to the input motion m:

LI
rec = E

m∼Mtrn

[
∥m−G(I(m))∥22

]
. (4)
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Figure 3. Our motion generator combines structure-aware neural modules with a mapping network and style codes injected to multiple
levels of the generator. A detailed description of the architecture (e.g., layers, hyperparameters) is given in the sup. mat.

Figure 4. Our encoder receives an input motion (a), learns a hierarchy of skeleton aware layers (b) and outputs the latent value of that
motion (c). Once the projected latent value is fed into the synthesis network (d) (with fixed weights), the input motion is reconstructed (e).

Figure 5. Inversion of two motions, (a) and (b). The original and
the reconstructed motions are depicted at the top and bottom rows,
respectively. The reconstruction is done by first projecting the real
motions into W+ using the encoder, and then running the obtained
latent values in the generator.

Foot contact loss Unlike the unsupervised foot contact loss
of the generator, the following loss [47] is supervised:

LI
fcon = E

m∼Mtrn

[BCE(mF , s(G(I(m))F ))] , (5)

where BCE is a binary cross entropy function, (·)F is the
contact-label of the motion, and s(·) is the sigmoid function.
Root loss We notice that the positions and rotations of the
root converge slower than the rotations of the other joints,
hence, we add a dedicated loss term:

LI
root = E

m∼Mtrn

[
∥mroot −G(I(m))root∥22

]
, (6)

where (·)root denotes root velocity and rotation in a motion.
This loss prioritizes the root components in Lrec.
Position loss In addition to the reconstruction loss that
mainly supervises rotation angles, we regularize our en-
coder by supervision on the joint position themselves:

Figure 6. The latent space W , split into 8 clusters using K-means,
and visualized using T-SNE. Each point relates to one W space
instance, generated from random noise z ∈ Z . The visualized
motions are the result of running these latent variables through our
generator G. We observe that the clusters indeed represent seman-
tic grouping of the data.

LI
pos = E

m∼Mtrn

[
∥FK(m)− FK(G(I(m)))∥22

]
. (7)

Finally, the total loss applied to the encoder is:

LI = LI
rec + λI

fconLI
fcon + λrootLI

root + λposLI
pos, (8)

where we mostly use λfcon=100, λroot=2, λpos=0.1.

4. Applications
4.1. Latent Space Analysis and Applications

Latent Clusters We demonstrate that W is well-structured
by clustering it into meaningful collections of motions. Re-
call that MoDi learns from datasets that cannot be semanti-
cally clustered due to their unstructured nature.
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Figure 7. Interpolation in the latent space: (a) interpolation to the
mean motion (truncation); (b) From sitting to walking: Note the
gradual change from crossed legs sitting, to regular sitting, stand-
ing, small-step walking, and regular walking. Each motion is natu-
ral, despite interpolating between sitting and standing, which can-
not be achieved by interpolating between joint values.

In Fig. 6 we observe the latent space W , split into 8 clus-
ters using K-means. The W values belong to 10,000 ran-
domly synthesized motions. We randomly choose several
motions from each cluster and depict them. Clearly, motions
represented by different clusters are semantically different,
and motions that share a cluster are semantically similar.
Latent interpolation The linearity of the latent space W
is demonstrated by interpolating between the latent values
and generating motions from the resulting interpolations, as
depicted in Fig. 7. Further details, formal definitions, and
analyses of our results are provided in the sup. mat.
Editing in the latent space If a latent space is sufficiently
disentangled, it should be possible to find direction vectors
that consistently correspond to individual factors of varia-
tion. Let a be an attribute related to motion. a can be any se-
mantic attribute, such as movement speed, verticality mea-
surement of parts in the body, or a motion style. Inspired by
Shen et al. [46], we compute a score that measures a in a
motion. For example, when measuring the verticality of a
motion, a character doing a handstand would get a score
of −1, lying down would get a score of 0, and standing
up would get a score of 1. Using a given score, we train
an SVM, yielding a hyperplane that serves as a separation
boundary. Denote the unit normal of the hyperplane by n.
Then G(w + n) possesses an increased score of attribute a
compared to G(w). The only attribute that should change in
such editing is a, preserving the rest of the motion intact.

Unlike image datasets, which hold labeling for various
attributes (age, gender,...), there is not much labeling in mo-

Figure 8. Editing in the latent space. The motion remains intact
except for the edited attribute, gradual right arm lifting (gral). The
gral attribute gets stronger as we go down in each column. The
generative prior of MoDi keeps the jumping motion (b) natural,
even at the expense of arm lifting.

Figure 9. Crowd animation. Blocks (a), (b) and (c) depict se-
quences of motion frames over time. The two sequences in each
of these blocks visualise similar motions created using perturba-
tion in the latent space. Block (d) depicts poses in one time frame
extracted from six distinct motions.

tion datasets. We create our own simple classifiers and elab-
orate next regarding one of them, measuring gradual right
arm lifting, denoted gral. Gral means that the right arm is
lifted as time advances. Computing a score for the gral at-
tribute is not straightforward, and is detailed in the sup. mat.
Our results are visualized in Fig. 8, where we show that
the gral attribute gets stronger while stepping in the latent
space, and the naturalness of motions as well as their seman-
tics are kept. In our video clip we show that when such an
attribute is artificially applied via geometric interpolation,
the results are unnatural. Obtaining manual natural results
would require an artist’s hard work.
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Figure 10. Our encoder enables coping with ill-posed tasks. Pre-
diction from prefix: the top row is the original motion, from which
only the prefix is seen by the encoder. The predicted output is
in the second row. Notice that the encoder synthesises a coher-
ent suffix (in yellow), without overfitting the original one. Motion
fusion: (a) sitting (green) and walking (blue). Notice the smooth
fused sequence versus the concatenated one; (b) dancing (green)
and standing (blue) where the last green frame looks backwards,
while the first blue frame looks forward. The encoder mitigates
this challenging concatenation by gradually rotating the character.
Spatial editing: green and blue rectangles encircle frames left in-
tact or amateurishly edited, respectively. Here we edit the gradual
right arm lifting (gral) attribute using a very different approach.
Instead of going through the tedious work of finding an editing
direction in the latent space (Sec. 4.1), we spatially edit the right
arms and let the encoder turn our rough edit into a natural one.

Crowd animation Given an input motion m, we can sam-
ple variations in our latent space W by simply sampling the
neighborhood of the w that corresponds to m. We sample in
a Gaussian∼ N (m,σ2), with σ in the range 0.1-0.8. This
way, one can simulate, for instance, people walking in the
town square, a group of dancers, or a group of friends jump-
ing from a bench. See Fig. 9 and our video for examples.

4.2. Solving Ill-posed Tasks with the Encoder
Many tasks in the motion domain are ill-posed. That is,

there is more than one single solution to the task. We present
several examples, each of which uses an encoder to achieve
high-quality results for an ill-posed task. The tasks in this
section are conditioned and show that a generator that has
been trained in an unconditional setting can be used for a
variety of downstream tasks, as illustrated in Fig. 10.

For all applications except the first, the encoder is used as

is without further training. The main concept behind these
applications is to invert a given motion m into the healthy
regions of the latent space and then generate an output mo-
tion. The result G(I(m)) remains faithful to the input mo-
tion while being projected into the manifold of natural mo-
tions, thanks to the well-behaved nature of the latent space
and the generator’s ability to produce only natural motions.
In the following paragraphs, we denote the motion frame
index by t ∈ [1 . . . T ].
Prediction from Prefix Given a motion prefix of length
t (namely, t frames that represent the beginning of a mo-
tion sequence), complete the motion into length T . Unlike
the other tasks, for this task we re-train our encoder such
that the input is zeroed in frames [(t + 1) . . . T ]. The en-
coder is supervised by the full motion, using its full set of
losses. Generalizing this solution to another ill-posed task,
in-betweening, is straightforward.
Motion Fusion Given two input motions, take [1. . . t]
frames from the first and [(t + 1) . . . T ] frames from the
second, and output one motion whose prefix is the first mo-
tion and suffix is the second one. A naı̈ve concatenation of
the frames would lead to a non-continuous motion at the
concatenation frame. Denote the concatenated motion by
m. Applying G(I(m)) smooths the frames around the con-
catenation area and yields a natural-looking motion, while
fidelity to the prefix and suffix motions is kept. Generaliza-
tion to a variable number of motions is simple.
Denoising Given a noisy input motion m, output a natural
looking, smooth motion. Similar to motion fusion, we apply
G(I(m)) and obtain a denoised output. Generalization to
more types of corrupted motions is straightforward.
Spatial Editing Given an input motion m, with several
frames manually edited, output a natural-looking, coherent
motion. Often animators are interested in spatial changes of
existing motions, e.g., raising a hand. Manually editing sev-
eral frames in the spatial domain is exhaustive and requires
a professional. We tackle this task by performing a bulky
manual edit, yielding a non-natural motion, and running it
through G ◦ I to get a natural and coherent output.

A qualitative and quantitative comparison to applications
in other works can be found in the sup. mat.

5. Experiments
Datasets We use Mixamo [5] and HumanAct12 [21], as
elaborated in our supplementary materials.

5.1. Quantitative Results
Metrics We use the metrics FID, KID, precision-recall,
and diversity, and describe them in the sup. mat. The met-
rics build upon the latent features of an action recognition
model. However, training such a model on Mixamo is chal-
lenging, as there is no action labeling in it. We resort to a
creative solution, as detailed in the sup. mat.
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Model FID ↓ KID ↓ Precision ↑
Recall ↑ Diversity ↑

ACTOR [43] 48.8 0.53 0.72, 0.74 14.1

MDM [51] 31.92 0.96 0.66, 0.62 17.00

MoDi (ours)
with mixing 15.55 0.14 0.72, 0.75 17.36

MoDi (ours)
without mixing 13.03 0.12 0.71, 0.81 17.57

Table 1. Quantitative results for state-of-the-art works on the Hu-
manAct12 dataset. The grayed line shows our original algorithm,
without the changes that make it comparable. Note that our model
leads in all the variations. Best scores are emphasized in bold.

Figure 11. Qualitative result. More are in the video and sup.

Results We compare our model with state-of-the-art syn-
thesis networks, ACTOR [43] and MDM [51], on the Hu-
manAct12 [21] dataset, and show the results in Tab. 1. The
compared works use contemporary state-of-the-art tech-
niques, namely transformers and diffusion models. Yet, in
the challenging setting of unconstrained synthesis, MoDi
outperforms them by a large margin. To enable compari-
son in an unconstrained setting, we re-train ACTOR with
one fixed label and use MDM’s unconstrained variation. In
the sup. mat. we further provide a comparative discussion
of unconditional works. For the sole purpose of compari-
son with other works, we provide a version of MoDi, that
skips style-mixing [34], as mixing may change the distri-
bution of synthesized motions, yielding degradation in the
metric score. Both versions are shown in Tab. 1. Moreover,
our model facilitates multiple short fine-tunings for various
conditions, based on a one-time unconditional training. An
example of the action-to-motion task, which includes quan-
titative and qualitative results, can be found in the sup. mat.

5.2. Qualitative Results
The reader is encouraged to watch our supplementary

video in order to get a full impression of the quality of our
results. For completeness, we show one special motion in
Fig. 11, and several more in the sup. mat.

5.3. Ablation
Table 2 presents the results of an extensive study on var-

ious architectures. The first variation shows metric scores
for a non-skeleton-aware architecture using pseudo images
to represent motion. The drawbacks of such images are dis-
cussed in Sec. 2. The second variation employs joint lo-

Architecture
variation FID ↓ KID ↓ Precision ↑

Recall ↑ Diversity ↑

non skel.-aware 23.0±0.3 0.17±0.02 0.46±0.01

0.41±0.01 13±0.08

joint loc.
rather than rot. 17.3±0.06 0.2±0.03 0.46±0.02

0.58±0.01 14.0±0.3

pool rather than
conv. scaler 14.9±0.7 0.16±0.02 0.49±0.010.49±0.010.49±0.01

0.58±0.03 15.3±0.02

remove one
in-place conv.
per hierarchy

14.1±1.4 0.15±0.02 0.46±0.02

0.66±0.1 15.4±0.915.4±0.915.4±0.9

final architecture 11.5±0.911.5±0.911.5±0.9 0.1±0.010.1±0.010.1±0.01 0.46±0.02

0.69±0.020.69±0.020.69±0.02 15.4±0.215.4±0.215.4±0.2

Table 2. Quantitative results for various generator designs, on the
Mixamo dataset. Best scores are emphasized in bold.

cations instead of rotations, which we explain in the sup.
mat. as being inferior. Our third variation refrains from us-
ing our new convolutional scaler, and uses skeleton-aware
pooling [2], testifying that our new filter improves the re-
sults. Next, we examine the effect of removing one in-place
convolution from each hierarchical layer. Finally, we mea-
sure the scores for our final architecture and conclude that
our architectural choices outperform other alternatives.

Every training configuration is run 3 times, and ev-
ery evaluation (per configuration) 5 times. The numbers in
Tab. 2 are of the form mean±std. Further ablation studies
and analysis of overfitting are available in the sup. mat.

6. Conclusion
One of the most fascinating phenomena of deep learn-

ing is that it can gain knowledge, and even learn semantics,
from unsupervised data. In this work, we have presented a
deep neural architecture that learns motion prior in a com-
pletely unsupervised setting. The main challenge has been
to learn a generic prior from a diverse, unstructured, and
unlabeled motion dataset. This has necessarily required a
careful design of a neural architecture to process the unla-
beled data. We have presented MoDi, an architecture that
distills a powerful, well-behaved latent space, which then
facilitates downstream latent-based motion manipulations.

Like any data-driven method, the quality of the gener-
alization power of MoDi is a direct function of the train-
ing data, which, at least compared to image datasets, is still
lacking. Another limitation is that skeleton-aware kernels,
with dedicated kernels per joint, occupy large volumes, re-
sulting in relatively large running time.

In the future, we would like to address the challeng-
ing problem of learning motion priors from video. Building
upon networks like MoDi, with proper inductive bias, may
open the way towards it.
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