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Abstract

Masked image modeling (MIM) performs strongly in pre-
training large vision Transformers (ViTs). However, small
models that are critical for real-world applications can-
not or only marginally benefit from this pre-training ap-
proach. In this paper, we explore distillation techniques to
transfer the success of large MIM-based pre-trained mod-
els to smaller ones. We systematically study different op-
tions in the distillation framework, including distilling tar-
gets, losses, input, network regularization, sequential dis-
tillation, etc, revealing that: 1) Distilling token relations
is more effective than CLS token- and feature-based distil-
lation; 2) An intermediate layer of the teacher network as
target perform better than that using the last layer when
the depth of the student mismatches that of the teacher;
3) Weak regularization is preferred; etc. With these find-
ings, we achieve significant fine-tuning accuracy improve-
ments over the scratch MIM pre-training on ImageNet-1K
classification, using all the ViT-Tiny, ViT-Small, and ViT-
base models, with +4.2%/+2.4%/+1.4% gains, respectively.
Our TinyMIM model of base size achieves 52.2 mIoU in
AE20K semantic segmentation, which is +4.1 higher than
the MAE baseline. Our TinyMIM model of tiny size achieves
79.6% top-1 accuracy on ImageNet-1K image classifica-
tion, which sets a new record for small vision models of
the same size and computation budget. This strong perfor-
mance suggests an alternative way for developing small
vision Transformer models, that is, by exploring better train-
ing methods rather than introducing inductive biases into
architectures as in most previous works. Code is available
at https://github.com/OliverRensu/TinyMIM.

1. Introduction
Masked image modeling (MIM), which masks a large

portion of the image area and trains a network to recover
the original signals for the masked area, has proven to be a
very effective self-supervised method for pre-training vision
Transformers [2, 11, 17, 49]. Thanks to its strong fine-tuning
performance, MIM has now been a main-stream pre-training
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Figure 1. Comparison among TinyMIM (ours), MAE [17] and
training from scratch by using ViT-T, -S and -B on ImageNet-1K.
We report top-1 accuracy. We adopt DeiT [41] when training from
scratch. For the first time, we successfully perform masked image
modeling pre-training for smaller ViTs.

Model Param. Flops Top-1 mIoU(M) (G) (%)

DeiT-T [41] 5.5 1.3 72.2 38.0
PVT-T [43] 13.0 1.9 75.1 39.8
CiT-T [36] 5.5 1.3 75.3 38.5
Swin [29] 8.8 1.2 76.9 40.4
EdgeViT-XS [31] 6.4 1.1 77.5 42.1
MobileViTv1-S [30] 4.9 2.0 78.4 42.7
MobileViTv3-S [42] 4.8 1.8 79.3 43.1

TinyMIM⋆-T (Ours) 5.8 1.3 79.6 45.0

Table 1. Comparison with state-of-the-art tiny Transformers with
architecture variants. The parameters indicate the backbone pa-
rameter excluding the parameters of the last classification layer
in classification or the decoder in segmentation. We report top-1
accuracy on ImageNet-1K classification and mIoU on ADE20K
segmentation.

method for vision Transformers, and numerous follow-ups
have been carried out in this research line, such as study-
ing how to set decoding architectures [21], reconstruction
targets [10, 32, 45, 59], etc., as well as revealing its proper-
ties [46, 48, 50].
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Method ViT-T ViT-S ViT-B ViT-L

Scratch 72.2 79.9 81.2 82.6
MAE 71.6 80.6 83.6 85.9

Gap -0.6 +0.7 +2.4 +3.3

Table 2. Comparison between MAE pre-trained ViTs and ViTs
trained from scratch by using ViT-T, -S, -B and -L on ImageNet-
1K. We adopt DeiT when training from scratch. We report top-1
accuracy. As model size shrinks, the superiority of MAE gradually
vanishes. MAE even hurts the performance of ViT-T.

However, as shown in Table 2, MIM pre-training [17]
mainly effects for relatively large models. When the model
size is as small as ViT-Tiny (5 million parameters), which
is critical for real-world applications, MIM pre-training can
even hurt the fine-tuning accuracy on ImageNet-1K classifi-
cation. In fact, the accuracy drops by -0.6 compared to the
counterpart trained from scratch. This raises a question: can
small models also benefit from MIM pre-training, and how
can this be achieved?

In addition, the existing study on small vision Transform-
ers mainly focus on introducing certain inductive bias into
architecture design [6, 22, 30, 31]. The additional architec-
tural inductive biases facilitate optimization yet limit the
expressive capacity. It’s natural to ask whether we can boost
plain small vision Transformers to perform just as well.

In this work, we present TinyMIM, which answers the
above questions. Instead of directly training small ViT mod-
els using a MIM pretext task, TinyMIM uses distillation
technology [20] to transfer the knowledge of larger MIM
pre-trained models to smaller ones. Distillation endows the
nice properties of larger MIM pre-trained models to smaller
ones while avoiding solving a “too” difficult MIM task. Not-
ing that knowledge distillation has been well developed,
especially for supervised models [15], our main work is to
systematically study for the first time the effects of different
design options in a distillation framework when using MIM
pre-trained models as teachers. Specifically, we consider dis-
tillation targets, data augmentation, network regularization,
auxiliary losses, macro distillation strategy, etc., and draw
several useful findings:

• Distillation targets. There are two main findings re-
lated to distillation targets: 1) Distilling token relations
is more effective than distilling the CLS token and fea-
ture maps. 2) Using intermediate layers as the target
may perform better than using the last layer, and the
optimal target layer for different down-stream tasks,
e.g., classification and segmentation, can be different.

• Data and network regularization. Weak augmentation
and regularization is preferred: 1) The performance of
using a masked image is worse than using the original

image; 2) Relatively small drop path rate (0 for teacher
and 0.1 for student) performs best.

• auxiliary losses. We find that an auxiliary MIM loss
does not improve fine-tuning accuracy.

• Macro distillation strategy. We find that using a se-
quential distillation strategy, i.e., “ViT-B → ViT-S →
ViT-T”, performs better than that distilling directly from
ViT-B to ViT-T.

By selecting the best framework options, we achieve sig-
nificant fine-tuning accuracy improvements over the direct
MIM pre-training on ImageNet-1K classification, using ViT
models of different sizes, as shown in Figure 1. Specifi-
cally, the gains of TinyMIM on the ViT-Tiny, ViT-Small, and
ViT-base models are +4.2%/+2.4%/+1.4%, respectively.

In particular, our TinyMIM⋆-T model with knowledge
distillation during finetune-tuning achieves a top-1 accuracy
of 79.6% on ImageNet-1K classification (see Table 1), which
performs better than all previous works that develop small
vision Transformer models by introducing architectural in-
ductive biases or smaller feature resolutions. It sets a new
accuracy record using similar model size and computation
budget. On ADE20K semantic segmentation, TinyMIM⋆-T
achieves 45.0 mIoU, which is +1.9 higher than the second
best method, MobileViTv3-S [42]. The strong fine-tuning
accuracy by TinyMIM⋆-T suggests an alternative way for
developing small vision Transformer models, that is, by
exploring better training methods rather than introducing
inductive biases into architectures as most previous works
have done.

2. Related Works
2.1. Masked Image Modeling

Inspired by the same idea of masking and reconstruction
in BERT [9], BEiT [2] is the pioneer to bring such success
to computer vision filed by encoding masked images and
predicting masked tokens generated by DALL-E [34]. Sim-
MIM [49] and MAE [17] find that reconstructing RGB pixels
results in favorable representations. MAE only encodes the
visible tokens and produces reconstructed invisible patches.
Recently, a lot of works aim at looking for better supervision.
PeCo [10] trains a new tokenizer by enforcing perceptual
similarity. iBot [59] and data2vec [1] take exponential mov-
ing average (EMA) updated models as tokenizers.

The MIM pre-training performs very well on relatively
large models from base size to giant size [28, 49]. However,
it will hurt the fine-tuning when the model is as small as
the tiny size, probably because MIM task is “too” difficult
for a small model. This paper explores how to make small
vision Transformer models also benefit from MIM training,
through a systematic study of the distillation technology.
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Figure 2. We comprehensively study a variety of factors (highlighted by Royal Blue) that may affect TinyMIM pre-training including input,
distillation target (feature or relation) and target block.

2.2. Knowledge Distillation

Knowledge distillation is a classical method to transfer
the knowledge from cumbersome models to small ones, pio-
neered by [20]. The original knowledge distillation frame-
work adopts the annealed classification logits of the teacher
as the distilling target for the student. Since then, extensive
variants have been carried out to improve the distilling ef-
fectiveness [15], including changing the distilling targets as
intermediate features [18, 19, 24, 38] and relations [25, 56],
data augmentations of teacher and students [36, 47], regular-
ization [47], distilling strategies [27, 35, 44, 51–55, 57, 58]
and so on.

While almost all studies are made for CNN architec-
tures under supervised settings, recently, there have been
a few works performing distilling technologies for vision
Transformers [41, 47] and contrastive learning based meth-
ods [13, 47]. In DeiT [41], the teacher is set as a CNN archi-
tecture so as to transfer the inductive bias involved in CNNs
to vision Transformers. It also proposes to use hard distilla-
tion which uses hard pseudo-class labels of the teacher net-
work as the distilling targets, which performs better than the
naive knowledge distillation [20]. In [47], a method based
on feature map distillation is proposed to generally improve
vision transformers by different pre-training approaches in-
cluding image classification, instance contrastive based self-
sueprvised learning [3] and CLIP pre-training [33]. However,
it shows no gains for MIM pre-trained models. This paper
for the first time studies the distillation framework for MIM
pre-trained vision Transformers in which significant gains
are achieved for vision Transformers of various sizes.

2.3. Small Vision Transformers

Designing efficient CNN models [23,39] has been widely
studied in recent years. With the emergence of Vision Trans-
former (ViT) [11], there have been several works studying
how to develop efficient vision Transformer, with the major-
ity focus on introducing inductive biases into the architec-
tures [16, 22, 26, 30, 31, 37]. Different from these works that
develop small vision Transformers by introducing sophisti-
cated components into architectures, we demonstrate that a
plain vision Transformer [11] at a small scale can perform
just as well, or even better. Our main insight is that the MIM
pre-training can implicitly incorporate necessary inductive
biases, and thus avoids the need for explicit architecture bias.
Our plain vision Transformer of tiny size achieves state-of-
the-art accuracy for both ImageNet-1K image classification
and ADE20K semantic segmentation using a similar model
size and computation budget.

3. TinyMIM

We adopt a larger, MIM pre-trained model as the teacher,
and a smaller ViT as the student. The objective of TinyMIM
is to train the randomly initialized student by mimicking the
target produced by the teacher in a knowledge distillation
manner. After pre-training, the TinyMIM pre-trained model
can be transferred to various downstream tasks. In this work,
we adopt MAE [17] as the MIM model due to its popularity
and simplicity. In this section, we first describe the factors
that may affect TinyMIM pre-training: distillation target in
Section 3.1.1; input in Section 3.1.2; target block in Sec-
tion 3.1.3. Then we present a series of distillation losses
for different distillation targets in Section 3.1.3. At last, a
sequential distillation strategy is introduced to facilitate the
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performance in Section 3.3.

3.1. Factors

3.1.1 Distillation Target

Block Feature and Output Feature. Given an input image
x, we first divide it into N non-overlapping patches and use
a linear projection layer to map N patches into patch em-
beddings F0 ∈ RN×D, where D is the dimension of hidden
features. Suppose we have a ViT containing L Transformer
blocks. Each Transformer block takes the output Fi−1 of the
last Transformer block as the input and generates the feature
Fi of the current block, which can be formulated as:

Fi = Transformer(Fi−1), i ∈ [1, L]. (1)

We term Fi as the block feature of the i-th Transformer
block. In particular, we name the feature FL from the last
Transformer block as the output feature.

Attention Feature and FFN Feature. Each Transformer
block is composed of a self-attention layer and a feed for-
ward layer, which can be defined as:

Hi = Attention(LN(Fi−1)),

Ĥi = Hi + Fi−1,

H̃i = FFN(LN(Ĥi)),

F i = Ĥi + H̃i,

(2)

where Attention(·), FFN(·) and LN(·) denotes self-
attention layer, feed forward layer and layer norm, respec-
tively. We term Ĥi and H̃i as attention feature and FFN
feature of the i-th Transformer block.

Query/Key/Value Features. Each self-attention layer con-
sists of M head networks, each of which maps input feature
Fi−1 to query (Q), key (K) and value (V):

Qm
i = LN(Fi−1)W

Q
i ,

Km
i = LN(Fi−1)W

K
i ,

V m
i = LN(Fi−1)W

V
i ,

(3)

where Qi,Ki, Vi ∈ RN× D
M represent the query, key and

value of the m-th head network. The query/key/value fea-
tures (Qi,Ki, Vi ∈ RN×D) are the concatenation of M
Qm

i /Km
i /V m

i , respectively.

Relations. For the m-th head network from the i-th Trans-
former block, we could calculate its Q-Q, K-K, V-V and
Q-K relations (RQQ

i,m , RKK
i,m , RV V

i,m , RQK
i,m ∈ RN×N ), which

are implemented as the scaled product relation:

RQQ
i,m = Softmax

(
Qm

i Qm
i

T√
D/M

)
,

RKK
i,m = Softmax

(
Km

i Km
i

T√
D/M

)
,

RV V
i,m = Softmax

(
V m
i V m

i
T√

D/M

)
,

RQK
i,m = Softmax

(
Qm

i Km
i

T√
D/M

)
.

(4)

The Q-Q/K-K/V-V/Q-K relations (RQQ
i , RKK

i , RV V
i ,

RQK
i ∈ RM×N×N ) of the i-th Transformer block is the

stack of M RQQ
i,m /RKK

i,m /RV V
i,m /RQK

i,m , respectively.

3.1.2 Input

MIM models randomly mask a high proportion of image
patches on an input image x, yielding a masked image x̃
for pre-training. We also investigate the input of TinyMIM
when performing knowledge distillation— the input could
be either a raw image x or a masked image x̃.

3.1.3 Target Block

Consider a situation where we tend to use an MAE pre-
trained ViT-L (teacher) containing 24 blocks to distill a ViT-
B (student) containing 12 blocks. In this scenario, the block
number of the student does not match that of the teacher. We
investigate which block of the teacher can provide the most
appropriate target. The selected block is referred to as the
target block.

3.2. Knowledge Distillation as MIM Pre-training

In Section 3.1.1, we describe a variety of distillation target
candidates. In this section, we introduce different knowledge
distillation losses for various distillation targets. Let x de-
note an input image, ft and fs represent a teacher model and
a student model, respectively. The objective of knowledge
distillation is to transfer the knowledge from ft to fs by
optimizing fs while freezing ft. In general, the training is
supervised by the KL divergence, which is defined as:

LKL(p, t) = tlog
t

p
, (5)

where t denotes the target generated by ft(x), and p is the
prediction produced by fs(x).
Class Token Distillation. We use ct and cs to denote class
token feature of ft and fs, respectively. The loss of class
token distillation is formulated as:

L = LKL(cs, ct). (6)
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Figure 3. The default knowledge distillation strategy of TinyMIM. The student (e.g. ViT-B) is optimized to mimic the relations generated by
the intermediate block of a MIM pre-trained teacher (e.g. ViT-L) with raw image as input. We replace the last block of the student with an
adaptive block to match teacher’s head number (no extra computational cost). After pre-training (knowledge distillation), the student model
can be transferred to various downstream tasks.

Feature Distillation. In general, the feature dimension of
the teacher network and the student network are mismatched.
To tackle this problem, we adopt an extra linear layer on the
output of the student network to match the feature dimension
of the teacher’s target. Let F t and F s denote the target
feature and the prediction yielded by the student followed by
a linear projection layer, respectively. We could formulate
the loss of feature distillation as follows:

L = L1(F s,Norm(F t)), (7)

where Norm(·) is the whitening operation implemented by
layer norm without affiliation, and L1 is the smooth L1 loss
defined as:

L1(y, ŷ) =

{
1
2 (ŷ − y)2/β, |ŷ − y| ≤ β

(|ŷ − y| − 1
2β), otherwise

, (8)

where β is set to 2.0.
Relation Distillation. This is our default knowledge distilla-
tion strategy as illustrated in Figure 3. For the sake of clarity,
we use RQK

t→m to denote the m-th head generated Q-K rela-
tion target (see Eq 4) from the teacher network, and RQK

s→m to
represent the corresponding Q-K relation prediction from the
student network. We define RV V

t→m and RV V
s→m in a similar

way. The loss of relation distillation is formulated as:

LQK =
1

M

M∑
m=1

LKL(R
QK
s→m, RQK

t→m),

LV V =
1

M

M∑
m=1

LKL(R
V V
s→m, RV V,S

t→m ),

L = LQK + LV V .

(9)

Head Alignment for Relation Distillation. In general, the
head number of the student network is lower than that of the

teacher network. For instance, ViT-L (teacher) contains 16
heads per block while ViT-B (student) only contains 12 heads
per block. Recall that the relation distillation loss (Eq. 9)
is calculated head by head, thus we have to solve the head
misalignment issue before performing relation distillation.
To this end, we replace the last block of the student with an
adaptive block, which keeps the original hidden dimension
but adjusts the head number to the teacher. Concretely, given
a teacher network with Mt heads per block, and a student
network with Ms heads per block, a hidden dimension of
Ds, and a head dimension of Ds/Ms, the adaptive block is
designed to be a Transformer block with Mt heads per block,
a hidden dimension of Ds and a head dimension of Ds/Mt.

3.3. Sequential Distillation

When training a small model like ViT-S, the teacher has
two options: a pre-trained ViT-B and a pre-trained ViT-
L. Intuitively, the pre-trained ViT-L is a good teacher due
to its higher representation capability. However, there is
a huge capacity gap between ViT-L and ViT-S, resulting
in poor distillation results. Following [8, 14], we adopt a
sequential distillation strategy to improve pre-training. For
instance, when pre-training a ViT-S, the teacher is selected
as a TinyMIM pre-trained ViT-B, which has been trained by
TinyMIM with ViT-L as the teacher.

4. Experiments

The pretraining and fine-tuning details can be found in
supplementary materials.
Default Setting. By default, we adopt relation distillation
formulated in Eq. 9, head alignment, raw image as input, se-
quential distillation and the 18-th block of MAE pre-trained
ViT-L as the target block for TinyMIM-ViT-B pre-training.

3691



Method Pretraining Tokenizer/ Tokenizer/Teacher Classification Segmentation
Epochs Teacher Data Top-1 Acc (%) mIoU

Tiny-size models (ViT-T/16)
Scratch [41] 300 Label IN1K 72.2 38.0
MAE† [17] 1600 Pixel IN1K 71.6 37.6
MoCo [5] 1600 EMA IN1K 73.3 39.3
TinyMIM (Ours) 300 TinyMIM-ViT-S IN1K 75.8 44.0/44.6‡

TinyMIM⋆ (Ours) 300 TinyMIM-ViT-S IN1K 79.6 45.0‡

Small-size models (ViT-S/16)
Scratch [41] 300 Label IN1K 79.9 43.1
MAE† [17] 1600 Pixel IN1K 80.6 42.8
MoCo [5] 1600 EMA IN1K 81.4 43.9
DINO [3] 1600 EMA IN1K 81.5 45.3
CIM [12] 1600 Pixel IN1K 81.6 -
TinyMIM (Ours) 300 TinyMIM-ViT-B IN1K 83.0 48.4/48.9‡

Base-size models (ViT-B/16)
Scratch [41] 300 Label IN1K 81.2 47.2
BeiT [2] 800 DALL-E DALLE250M+IN22K+IN1K 83.2 45.6
MAE [17] 1600 Pixel IN1K 83.6 48.1
SIM [40] 1600 EMA IN1K 83.8 -
CAE [4] 1600 DALL-E DALLE250M+IN22K+IN1K 83.9 50.2
MaskFeat [45] 1600 HOG IN1K 84.0 -
SdAE [7] 300 EMA IN1K 84.1 48.6
data2vec [1] 800 EMA IN1K 84.2 -
PeCo [10] 300 VQGAN IN1K 84.1 46.7
PeCo [10] 800 VQGAN IN1K 84.5 48.5
TinyMIM (Ours) 300 MAE-ViT-L IN1K 85.0 52.2/52.6‡

Table 3. Fine-tuning results on ImageNet-1K and ADE20K. All models are pre-trained on ImageNet-1K. “Tokenizer/Teacher Data”: training
data of teacher and tokenizer. †: reproduced result using official code. ⋆: the model is fine-tuned for 1000 epochs with DeiT-style [41]
knowledge distillation. ‡: the model adopts an intermediate fine-tuning on ImageNet-1K classification before ADE20K segmentation
fine-tuning.

Method Model Size ImageNet ↑ IN-Adversarial↑ IN-Rendition↑ IN-Corruption ↓
DeiT [41]

ViT-T
72.2 8.0 32.7 54.0

MAE [17] 71.8 7.0 36.5 55.2
TinyMIM 75.8 11.0 39.8 50.1

DeiT [41]
ViT-S

79.9 18.3 42.3 41.4
MAE [17] 80.6 20.1 45.6 40.6
TinyMIM 83.0 27.5 48.8 35.8

DeiT [41]
ViT-B

81.2 25.8 45.4 36.8
MAE [17] 83.6 33.6 50.0 37.8
TinyMIM 85.0 43.0 54.6 32.7

Table 4. Robustness evaluation on out-of-domain datasets.

4.1. Main Results

As shown in Table 3, we compare our TinyMIM with
previous methods on ImageNet image classification and
ADE20K semantic segmentation using different ViTs. In
particular, TinyMIM pre-trained ViT-T achieves 75.8% top-
1 accuracy, outperforming MAE baseline by +4.2. An

enhanced model named TinyMIM⋆-T, which retains the
plain architecture and computation budget of ViT-T, fur-
ther achieves 79.6% top-1 accuracy. See appendix for the
details of TinyMIM⋆-T. Moreover, TinyMIM pre-trained
ViT-S achieves 83.0% top-1 accuracy, outperforming MAE
baseline and previous best method CIM [12] by +2.4, +1.4,
respectively. By transferring the knowledge of an MAE pre-
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Method Reconstruction Loss Top-1 Acc.

MAE ✓ 83.6

TinyMIM w/ Cls 80.6
TinyMIM w/ Cls ✓ 82.1

Table 5. Study of class token distillation formulated in Eq.6.

Feature Res. Connection Top-1 Acc.

MAE 83.6

Output Feature 83.7

FFN Feature 84.2
FFN Feature ✓ 81.8

Attention Feature 84.1
Attention Feature ✓ 81.3

Q/K/V Features 84.3

Table 6. Study of feature distillation formulated in Eq.7. See
Section 3.1.1 and Eq. 2 for the definitions of different features.

trained ViT-L, TinyMIM pre-trained ViT-B achieves 85.0%
top-1 accuracy on ImageNet-1K.

As for semantic segmentation, TinyMIM pre-trained ViT-
B surpasses MAE baseline and state-of-the-art CAE [4] by
+4.1 and +2.0, respectively. An intermediate fine-tuning on
ImageNet-1K classification before ADE20K segmentation
fine-tuning further boosts the performance.

We also evaluate our models on out-of-domain datasets
in Table 4. Our TinyMIM pretrained models are more robust
than MAE pre-trained ones. Specifically, TinyMIM-ViT-B
outperforms MAE-ViT-B by +6.4 and +4.6 on ImageNet-A
and ImageNet-R, respectively, and lower the mCE by -5.1.

4.2. Ablation Study

Unless otherwise specified, all ablation studies are con-
ducted on TinyMIM-ViT-B, with a teacher of being an MAE
pre-trained ViT-L, relation distillation strategy, raw image as
input, the 18-th block of ViT-L as the target block, under a
100-epoch pre-training schedule. We report top-1 accuracy
on ImageNet-1K.
Class Token Distillation. For this distillation strategy, we
study two variants: 1) class token distillation as formulated
in Eq.6; 2) class token distillation with an extra MAE re-
construction loss. The results are shown in Table 5. Both
variants perform worse than MAE baseline, indicting that
the class token is improper to be served as the distillation
target since there is no explicit supervision applied on class
token during teacher’s pre-training.
Feature Distillation. As described in Section 3.1.1, there
are four types of features can be served as the targets for
feature distillation formulated in Eq. 7: output feature, FFN
feature, attention feature and Q/K/V features. Table 6 com-

Relation Softmax Top-1 Acc.

MAE 83.6

Q-Q, K-K, V-V 84.4
Q-Q, K-K, V-V ✓ 84.5

Q-K, V-V 84.4
Q-K, V-V ✓ 84.6

Table 7. Study of relation distillation formulated in Eq. 9. See
Section 3.1.1 and Eq. 4 for the definitions of different relations.

Method Model Size Top-1 Acc.

Supervised (DeiT)

ViT-T

72.2
MAE 71.6
Class Token Distillation 70.6
Feature Distillation 73.4
Relation Distillation 75.8 (+4.2)

Supervised (DeiT)

ViT-S

79.9
MAE 80.6
Class Token Distillation 79.6
Feature Distillation 80.8
Relation Distillation 83.0 (+3.1)

Supervised (DeiT)

ViT-B

81.2
MAE 83.6
Class Token Distillation 82.6
Feature Distillation 83.8
Relation Distillation 85.0 (+1.6)

Table 8. Comparison of three distillation strategies on ImageNet-1K
image classification. The models are pre-trained under a 300-epoch
schedule.

pares the results of using different features as distillation
targets. We also report the results of FFN feature and atten-
tion feature before the residual connection (see Eq. 2). An
interesting finding is that distilling FFN feature and attention
feature after the residual connection significantly degrades
the performance.
Relation Distillation. Eq. 9 formulates our default relation
distillation, which jointly distills Q-K relation and V-V re-
lation (see Eq. 4). Here we study a variant by changing the
target relations from Q-K/V-V to Q-K/K-K/V-V. We also
investigate that whether to apply a Softmax operator on each
relation. The results are shown in Table 7.
Comparison of Different Distillation Strategies. In this
study, all models are pre-trained under a 300-epoch schedule.
We compare three distillation strategies on ImageNet image
classification (Table 8) and ADE20K semantic segmentation
(Table 9). For each strategy, we use the target that yields
the best result. We also highlight the improvements over the
MAE baseline.
Target Block. As described in Section 3.1.3, we consider
a situation where the block number of the student does not
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Method Model Size mIoU

Supervised (DeiT)

ViT-B

47.2
MAE 48.1
Class Token Distillation 46.2
Feature Distillation 47.7
Relation Distillation 52.2 (+4.1)

Table 9. Comparison of three distillation strategies on ADE20K
semantic segmentation. The models are pre-trained under a 300-
epoch schedule.

Task 12th 15th 18th 21th 24th

Classification 83.6 84.1 84.6 84.8 84.4

Segmentation 48.7 49.8 52.2 50.6 50.0

Table 10. Study of target block on ImageNet-1K and ADE20K.

Student Teacher Acc.

ViT-S
MAE-ViT-B 82.3
MAE-ViT-L 82.1

MAE-ViT-L → TinyMIM-ViT-B 82.6

ViT-T
MAE-ViT-S 74.1
MAE-ViT-B 74.4

MAE-ViT-B → TinyMIM-ViT-S 75.0

Table 11. Study of sequential distillation.

match that of the teacher. Here we use an MAE pre-trained
ViT-L containing 24 blocks to distill a ViT-B containing
12 blocks. Here we examine the effects of using the 12th,
15th, 18th, 21th and 24th (last) blocks of the ViT-L as the
target blocks. The comparison is shown in Table 10. We
experimentally find that using 18th block yields the best
result.
Sequential Distillation. In Section 3.3, we advocate to
adopt a sequential distillation strategy to enable distillation
from a larger model (e.g. ViT-L) to a smaller model (e.g.
ViT-S). Table 11 compares the result of adopting different
teachers with or without the sequential distillation. We have
two conclusions: 1) using a larger teacher (MAE-ViT-L) to
distill a smaller student (ViT-S) degrades the performance; 2)
sequential distillation significantly boosts the performance
of ViT-T (MAE-ViT-B→TinyMIM-ViT-S as the teacher and
ViT-T as the student).
Integrating MAE into TinyMIM. MAE is a simple but
effective self-supervised pre-training paradigm that trains a
model by requiring it to predict masked inputs. In contrast,
TinyMIM pre-trains smaller ViTs in a knowledge distilla-
tion manner. Here we integrate MAE into our TinyMIM,
yielding an integrated model. This model is optimized under
two losses: knowledge distillation loss from TinyMIM, and
reconstruction loss from MAE. To enable MAE pre-training,

Masked Image Reconstruction Loss Top-1 Acc.

84.6
✓ 83.9
✓ ✓ 84.0

Table 12. Comparison between the TinyMIM-ViT-B (the first row)
and the integrated model (the third row). We also study the input
of TinyMIM-ViT-B, which could be raw image (the first row) or
masked image (the second row).

DPR (Teacher) DPR (Student) Top-1 Acc.

0.0 0.0 84.3
0.0 0.1 84.6
0.0 0.2 84.3
0.0 0.3 84.1

0.1 0.1 83.9

Table 13. Ablation study of drop path rate (DPR) used in teacher
and student.

we randomly mask 75% image patches, and feed the visi-
ble patches into the network to initiate the pre-training of
the integrated model. Table 12 shows the comparison be-
tween TinyMIM-ViT-B and the integrated model. From the
Table, we could draw a conclusion—integrating MAE into
our TinyMIM does not improve the performance. In addi-
tion, we also investigate the input of TinyMIM-ViT-B, which
could be either raw image or masked image, as shown in
Table 12—taking raw image as input yields better result.
Drop Path. Drop path is one of the most critical techniques
in training Transformers [41]. Using an appropriate drop
path rate could significantly alleviate the over-fitting issue.
However, MAE disables this technique in its implementation.
Here we verify the effects of applying drop path to our
TinyMIM. The results are shown in Table 13. For the student
model, the optimal drop path rate is 0.1. For the teacher
model, disabling drop path yields best result.

5. Conclusion
In this paper, we present TinyMIM, which is the first to

successfully make small models benefit from masked im-
age modeling (MIM) pre-training. Instead of adopting a
mask-and-predict pretext task, we pre-train a small ViT by
mimicking the relations of a large ViT in a knowledge dis-
tillation manner. The success of TinyMIM can be attributed
to a comprehensive study of various factors that may affect
TinyMIM pretraining including distillation target, distilla-
tion input and target block. With extensive experiments, we
conclude that relation distillation is superior than feature dis-
tillation and class token distillation, etc. With its simplicity
and strong performance, we hope our approach can serve as
a solid baseline for future research.
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