
NeRFLight: Fast and Light Neural Radiance Fields using a Shared Feature Grid

Fernando Rivas-Manzaneque1,2 Jorge Sierra-Acosta1 Adrian Penate-Sanchez3

Francesc Moreno-Noguer5 Angela Ribeiro4

1 Arquimea Research Center 2 Universidad Politécnica de Madrid
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Abstract

While original Neural Radiance Fields (NeRF) have
shown impressive results in modeling the appearance of a
scene with compact MLP architectures, they are not able
to achieve real-time rendering. This has been recently ad-
dressed by either baking the outputs of NeRF into a data
structure or arranging trainable parameters in an explicit
feature grid. These strategies, however, significantly in-
crease the memory footprint of the model which prevents
their deployment on bandwidth-constrained applications.
In this paper, we extend the grid-based approach to achieve
real-time view synthesis at more than 150 FPS using a
lightweight model. Our main contribution is a novel ar-
chitecture in which the density field of NeRF-based repre-
sentations is split into N regions and the density is mod-
eled using N different decoders which reuse the same fea-
ture grid. This results in a smaller grid where each feature
is located in more than one spatial position, forcing them
to learn a compact representation that is valid for differ-
ent parts of the scene. We further reduce the size of the
final model by disposing of the features symmetrically on
each region, which favors feature pruning after training
while also allowing smooth gradient transitions between
neighboring voxels. An exhaustive evaluation demonstrates
that our method achieves real-time performance and quality
metrics on a pair with state-of-the-art with an improvement
of more than 2× in the FPS/MB ratio.

1. Introduction
The use of 3D objects reconstructed from real images

is becoming popular in a number of applications, such as
virtual-reality or online video-games. The increasing need
for realistic elements makes image-based reconstruction an
adequate alternative to modeling these objects from scratch
using fully manual or semi-automatic design engines. At
the same time, however, the larger the number of these as-
sets is, the higher the constrain of their size in order to meet

Figure 1. NeRFLight is able to double the FPS/MB ratio of
the second best method while obtaining similar quality metrics to
state-of-the-art.

certain bandwidth and storage requirements.
Methods based on neural rendering have arisen as a

promising approach to solve this challenge. In particu-
lar, Neural Radiance Fields (NeRF) [25] have demonstrated
outstanding potential. Instead of modeling the plenop-
tic function [1] by means of explicit geometry representa-
tions such as point clouds [2] or voxels [22], NeRF uses a
coordinate-based multi-layer perceptron (MLP) to model a
density and a color field that acts as a proxy of the plenop-
tic function. Applying this MLP in combination with posi-
tional encoding, NeRF achieves exceptional results in scene
representation, improving the quality and compactness of
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the previous methods [22, 24] and resulting in an explosion
of variants [4,30,55]. However, one of the major limitations
of NeRF-based methods is their low rendering speed, being
a barrier to being used in applications that require real-time.

This limitation has been addressed in different works,
by either “baking” the outputs of NeRF in a data structure
[10,11,54] or using additional features located in an explicit
grid [26, 48]. Nevertheless, all these real-time NeRF ren-
dering methods sacrifice the compactness of the representa-
tion and require relatively large models, resulting in a poor
render-time performance vs storage-cost ratio (FPS/MB).
This prevents these models from being deployed in applica-
tions that, besides requiring real-time, have memory storage
constraints.

In this work, we introduce NeRFLight, a new approach
to reduce the size of grid-based NeRF models while achiev-
ing real-time view synthesis and retaining the rendering
quality of slower and computationally expensive models.
Our key idea consists in splitting the volume of the den-
sity field used in NeRF into eight different regions, each
with a different decoder, but sharing a common feature grid.
This allows an 8× reduction in the number of total features.
We also propose a novel configuration of the features that
exploits the symmetry of neighboring voxel grids and fa-
vors a seamless reconstruction throughout all regions. This
not only increases the rendering quality but also results in a
more compact model. In addition, we also leverage the de-
terministic volume integration introduced in [48] to obtain
a better representation than using Monte Carlo integration.

We perform an exhaustive evaluation on both synthetic
and real data in terms of the FPS/MB ratio1.

The NeRFLight architecture we propose achieves ren-
dering speeds of up do 181 FPS with models of only 14MB.
As shown in Fig. 1 this yields an FPS/MB metric that is 2×
larger than the closest approach in the state-of-the-art, while
achieving a rendering quality (measured using PSNR and
SSIM) on pair with much larger models.

To summarize, our main contributions are the following:
1) We introduce a NeRF architecture based on several den-
sity fields and a shared feature grid that provides a light and
fast representation; 2) We devise an approach that enforces
symmetry of neighboring voxels that favors a seamless re-
construction, increases the model accuracy and further re-
duces its size; 3) All this results in the Neural Radiance
Field implementation with the highest frame rate vs. stor-
age cost ratio of the current state of the art.

2. Related work
Neural Volume Reconstruction: Novel view synthesis
of 3D scenes is a well-known field in computer vision. In

1In a similar way as done in [10], where an evaluation metric of
FPS/Watts was used to measure the compromise of speed vs power con-
sumption.

the last years, research has turned towards the use of neu-
ral network representations [2, 22, 24] in what has been
called Neural Rendering or Neural Volume Reconstruction.
Such neural networks are applied using intermediary ex-
plicit geometry representations like point clouds [2, 46],
meshes [35, 36, 45], voxel grids using CNNs [22, 33, 38] or
multi-plane images [24, 41, 57].

Recently, the use of neural fields has become popular
in this task. Neural fields apply coordinate-based networks
to encode the relation between spatiotemporal coordinates
and a given physical magnitude (see [51] for a detailed
review). To achieve novel view synthesis, different types
of fields (magnitudes) have been used to act as proxies of
the plenoptic function [1] of a given scene. For exam-
ple, [13, 39, 53] apply signed distance fields and an appear-
ance field (color). [27,37] replace signed distance fields by
occupancy fields. Neural Radiance Fields (NeRF) [25] pro-
posed a simple yet accurate approach that achieved unprece-
dented results using density and color fields. Thus, most of
the subsequent works have built upon this strategy, aiming
to extend original NeRF to different situations, such as un-
bounded scene reconstruction [3, 34, 44, 50], scene relight-
ing [4, 5, 40, 56], scene composition [16, 21, 52], dynamic
scenes [8,17,18,28,30,47,49] or fast convergence [9,26,42].

Baking NeRF: Several approaches have addressed the
problem of speeding up NeRF at inference. The first strat-
egy consists in “baking” the output of a pre-trained NeRF.
For instance, KiloNeRF [32] uses a pretrained NeRF to train
a uniform spatial grid of small MLPs in a teacher-student
manner. The original NeRF is then baked into a grid of tiny
NeRFs that accelerate rendering, although the use of a large
number of MLPs is very memory-demanding. [54] learns
first a NeRF that predicts the factors of a spherical harmonic
that are embedded into a PlenOctree structure capable of
modeling the view-dependent effects, so no MLP evalu-
ation is needed at inference. However, explicitly storing
spherical harmonic coefficients for the whole scene is not
memory efficient. Efficient-NeRF [11] achieves the fastest
rendering speed by storing the density output of NeRF and
generating an octree-based structure (NeRFTree). Despite
the acceleration they provide, the large memory footprint of
this structure and the density grid results in a low render-
ing frame rate vs storage ratio. SNeRG [10] directly tackles
the reduction of memory footprint. For this purpose, this
method bakes the alpha composition and color along the
ray together with view-based features that are decoded by a
small MLP at inference. The baked information is stored in
a texture atlas, where image compression algorithms such
as PNG or H264 are applied. However, this compression
leads to relatively low-quality metrics.

Explicit feature grids: The last strategy, and possibly the
most popular, consists in arranging a set of trainable pa-
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rameters as an explicit feature grid, reducing the number
of required operations at each model inference. These fea-
tures are linearly interpolated to serve as an input to small
and efficient MLPs. [48] leverages this interpolation to
introduce a deterministic volume integration that leads to
an accurate and fast-rendering model. Nevertheless, feature
storage lowers the resulting FPS/MB metric. To reduce fea-
ture memory footprint, Instant-NGP [26] uses each feature
at several spatial locations using a hash-grid and applies a
multiresolution representation to deal with feature collision.
It also applies half-precision for feature storage, improving
the compactness of the model. However, the multiple linear
interpolations needed due to the multiresolution hash-grid
lead to a reduction in rendering speed. Finally, methods
such as TensoRF [6], or VQAD [43] apply more elaborated
feature transformations like tensor decomposition or vec-
tor quantization, respectively. These strategies produce very
compact models, however, they also make feature retrieval
more complex which prevents real-time rendering.

NeRFLight also relies on explicit feature grids. As
in [48] we also apply deterministic integration to accelerate
rendering and improve the accuracy of the reconstruction.
On the other hand, we also apply features located at differ-
ent regions of the space. However, instead of using a multi-
resolution scheme, we apply multiple density decoders (like
[31,32]) to deal with feature collisions, avoiding the render-
ing speed loss of [26]. We do not make use of a hash grid.
Instead, we have devised a more optimal symmetric config-
uration for the features that leads to high-quality seamless
reconstruction and even faster and lighter models.

3. Background
NeRF [25] and its variants represent 3D scenes by ap-

proximating the plenoptic function as a density field σ(x)
and a color field c(x,d), which vary depending on the spa-
tial position x and viewing direction d. These fields are en-
coded using a coordinate-based MLP with weights w. Ra-
diance is accumulated along a ray r(t) = o + dt using the
volume rendering equation [12]:

ĉ(r) =

∫ ∞

0

e−
∫ t
0
σ(r(τ))dτσ(r(t))c(r(t),d)dt , (1)

to obtain the final color of a given pixel. Eq. (1) is ap-
proximated using Monte Carlo integration on a set of col-
ors and densities coming from the inference of the MLP
at n randomly sampled points along the ray (ci, σi =
MLPw(xi,di)). Radiance and density are assumed to be
constant between samples of a single ray. Thus, Eq. (1) can
be approximated as:

ĉ(r) =

n∑
i=1

Ti (1− exp (−σiδi)) ci (2)

Ti = exp

−
i−1∑
j=1

σjδj

 , (3)

where Ti corresponds to the accumulated transmitance at
a given point and δi to the length of the interval between
points δi = ∥xi+1 − xi∥2. NeRF-like models learn to ap-
proximate the density and color fields of the scene by min-
imizing the photometric loss between the pixels rendered
using Eq. (2) and the pixels from the training images.

In order to accelerate rendering, some methods [20, 48]
arrange additional training parameters as explicit features
located at the vertices of a voxel grid that are used as in-
put for the MLP. This allows to reduce its size and, since
the number of parameters involved in each model inference
is also reduced, a faster rendering speed is obtained. To
achieve this, these features are linearly interpolated depend-
ing on the position x of the sampled point:

(σi, ci) = MLPw

(
f̂(x),d

)
, (4)

where ˆf(·) is the trilinear interpolation of the features of a
given voxel. Despite of the achieved acceleration, when us-
ing explicit feature grids, most of the compactness provided
by NeRF’s MLP is lost due to the storage required cost for
the feature grid. This has a negative impact for the FPS/MB
metric.

4. Method
As mentioned in Sec. 3, in order to reduce computa-

tional cost we represent a 3D scene as a density and a color
field. Similar to [48], we apply deterministic volume in-
tegration and implicit feature initialization. We also use
a coarse-to-fine strategy to speed up training and perform
empty space pruning to accelerate model inference. How-
ever, unlike other grid-based methods, our representation is
compact thanks to the proposed shared feature grid we de-
scribe below.

4.1. Shared Feature Grid

As shown in Fig. 2, the scene is split into N different
regions. NeRFLight makes use of a shared feature grid that
is repeated in each of them. Therefore, the features are ar-
ranged at several locations, forcing the information to be
more compact as it needs to represent more than one part
of the scene. At a given location, a region-specific den-
sity decoder θi is used to convert the corresponding fea-
tures into the density value σ and an intermediate represen-
tation h. Finally, a single-color decoder uses this interme-
diate representation to obtain the color as a function of the
viewing direction. Therefore, for a given point xj in a ray
rj(t) = oj + djt we have:

σj , hj = θi(f̂(xj)), i ∈ [1, N ] , (5a)
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Figure 2. NeRFLight overview. Our method represents a scene as a set of N density fields and a single color field parameterized by
N density decoders θi, a color decoder θcolor alongside an explicit feature grid. This feature grid is repeated for each of the regions, i.e,
density fields, and is shared by all the decoders. The features are placed symmetrically to the scene center on each volume, which favours
continuity between density fields and feature pruning after training.

cj = θcolor(hj , γ(dj)) , (5b)

where ˆf(·) is the integrated feature we describe later in
Sec. 4.3 and γ(dj) is the positional encoding of the view-
ing direction, as in [25]. Note that Eq. (5a) is equiva-
lent to representing the scene using eight different density
fields while, as depicted by Eq. (5b), a single color field is
used. This representation allows for reducing the number
of unique features in the voxel grid and, subsequently, the
memory needed by the feature grid, by a factor of N . As
a design choice, we consider each of the N regions to be a
cube with a size equal to half the side of the bounding box,
resulting in a total of N = 8 regions and their correspond-
ing density decoders. For all the regions, the voxel grid res-
olution is kept constant and it is chosen independently for
each dataset. The dimension of the features located at each
vertex of these grids is set to 32.

4.2. Symmetric Voxel Grid

A natural approach when arranging the features in the
voxel grid would be to simply repeat them in the same order
for each region of the scene, using a linear configuration as
shown Fig. 3a. However, this may introduce discontinuities
at the seams between regions. Some previous works using
neural fields solve this discontinuity issue by overlapping
the different regions [23]. While this might be effective in a
fully-implicit representation, doing this in an explicit grid of
n3 features would increase the number of features by 3n2+
3n+1, resulting in a growth of the model size and reducing
the effectiveness of our approach. Instead, we propose not

to modify the regions of the scene but to arrange the features
symmetrically.

Let us consider a voxel vertex v in a linear voxel grid
(Fig. 3a), located at the boundary of regions e1 and e2. Note
that in this case, the feature that will be seen by decoder θ1
and decoder θ2 at v will not be the same, discouraging the
model from producing coherent results at both sides of the
seam. In contrast, if the features are arranged symmetrically
w.r.t. the scene center (Fig. 3b), we force the feature seen by
any decoder at any boundary to be the same as the feature
seen by all its neighboring decoders.

In practice, we also initialize all the density decoders
with the same weights to improve continuity during train-
ing. The symmetric configuration also increases the proba-
bility of a feature being on empty space for all the regions
of the volume. Therefore, this approach not only avoids
increasing the number of features needed for a seamless re-
construction, but it also reduces the number of features that
have to be stored after the pruning stage, further reducing
the model size (see again Fig. 3). In Sec. 5.3, we will show
how the use of a symmetric voxel grid turns out to be very
effective to improve the model quality and reduce its size.

4.3. Deterministic Volume Integration

We apply deterministic integration to improve the quality
of our model. Intersecting a ray with the voxel grid results
in a series of intervals corresponding to the different voxels
crossed by the ray. Instead of randomly sampling a point
and then applying trilinear interpolation of the features of
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(a) Linear voxel grid configuration. (b) Symmetric voxel grid configuration

Figure 3. Symmetric Voxel Grid configuration. Arranging the features in a symmetric configuration within the voxel grid favours the
continuity between regions by forcing the different decoders to share the same features at the boundaries. It also reduces the number of
features needed to represent the scene, reducing the model size.

the given voxel to obtain the input feature, the trilinear inter-
polation operation is integrated along each of the intervals:

(σj , hj) = θi

(∫ tout
j

tin
j

f̂(xj)dt,d

)
, i ∈ [1, 8] , (6a)

cj = θcolor(hj , γ(dj)) , (6b)

where tin
j is the ray entry point of each voxel and tout

j is
the ray exit point of each voxel. This deterministic feature
integration produces a better estimation for Eq. (1) com-
pared with Monte Carlo since the density and color fields
are not considered to be constant between samples. Instead,
the whole interval is represented by the integration of the
features belonging to the voxel where the given interval is
defined.

4.4. Architecture and model training

The density decoders are composed of an input layer and
a hidden layer of 32 neurons and an output layer of 33 neu-
rons, while the color decoder consists only of an input layer
of 32 neurons and an output layer of three neurons. All lay-
ers are activated with ReLU except for output layers, which
have no activation in the case of density decoders and use
sigmoid for the color decoder. For the implicit MLP, we use
an architecture consisting of one input layer and eight hid-
den layers with 512 neurons, and an output layer with 32
neurons. All layers use ReLU activation except for the last
one, where no activation is used. The positional encoding
of the vertex coordinates is concatenated to the output of the
fourth hidden layer.

Before training our model, we perform coarse geometry
searching using a low-resolution voxel grid with a single
region and one single-density decoder. We train this coarse
model for five epochs and extract an occupancy mask, dis-
carding the weights and the features of the model. This
occupancy mask is obtained in a completely unsupervised

way, i.e. it is extracted from the density outputs of the
model. We use this mask to speed up our training by avoid-
ing optimizing features located in empty space.

As discussed in [48], deterministic integration is prone to
overfit at certain voxels when features are explicitly trained
(i.e. directly optimized). To overcome this issue, we adopt
the same hybrid regularization of the features proposed by
[48]. This hybrid approach is composed of two stages: in
the first one, features are implicitly optimized (i.e. an MLP
is trained to obtain the features given the vertex coordi-
nates). In the second one, the implicit MLP is discarded
and features are explicitly optimized, leading to a better fi-
nal quality. In this way, the MLP used at the implicit stage
provides a powerful initialization that avoids overfitting.

To optimize our model, besides the photometric loss, we
apply the sparsity regularization loss of [10]:

Lsparsity = λs

∑
i

log

(
1 +

σ2
i

0.5

)
, (7)

where σi represents the ith accumulated density and λs is
the regularization weight. This regularization favors the
sparsity of the voxel grid and prevents the model from pre-
dicting background color in empty space.

4.5. Model sparsification and real-time rendering

We leverage the sparsity of the voxel grid to store only
the indices and values for the features of the occupied vox-
els. We also store a binary occupancy mask and the weights
for the density and color decoders. To further optimize the
model size, we follow the same strategy as Instant-NGP
[26], and store the parameters using half precision.

At inference, we make use of an octree generated from
the occupancy mask to avoid querying empty or occluded
voxels, as in [54]. We do that by rendering the alpha maps
for all training views and recording the maximum blended
alpha for each voxel. Then, we prune the voxels with an
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Ground Truth Instant-NGP DIVeR TensorRF-VM NeRFLight

Figure 4. Qualitative results show that NeRFLight is able to model fine details at a similar quality than current state of the art models
while achieving a 6× increment in the frame rate vs storage ratio of Instant-NGP and DIVeR.

alpha value below a threshold τα. While rendering a ray, we
stop when the accumulated transmittance is below a certain
threshold τt. If the alpha value of a given interval, after
decoding the density value, is below τt, we do not evaluate
the color decoder in that interval.

5. Experiments

We evaluate NeRFLight and compare it with the cur-
rent state-of-the-art methods on the two most established
benchmarks for bounded 360º scenes: the NeRF-synthetic
dataset [25], consisting of 800 × 800 images of eight
synthetic scenes and a subset of the Tanks and Tem-
ples dataset [15], provided in [20], composed of five real
scenes of 1920 × 1080 images where the background has
been masked. The NeRF-synthetic dataset allows testing
the method on scenes with complex geometry and non-
Lambertian materials. On the other side, using the Tanks
and Temples dataset we can evaluate our model in real-
world scenes. We also analyze the contribution of the train-
ing strategy and the symmetric grid configuration on an ab-
lation study performed on the NeRF-synthetic dataset.

5.1. Implementation details

We implement our method using Pytorch [29] alongside
custom CUDA kernels for the ray-voxel intersection. At
inference, decoders evaluation and alpha blending are also
implemented using CUDA kernels. The voxel grid resolu-
tion is set to 2563 for the NeRF-synthetic dataset (256 vox-
els per side of the cubic voxel grid) and 3203 for the Tanks
and Temples dataset. As detailed in Sec. 4.1, the number

of voxels for each of the eight regions are 1283 and 1603

respectively. The resolution for the voxel grid at the coarse
stage is 1/4 of the resolution at the fine stage, and we also
downsample training images to 1/4 of the original resolu-
tion. We set the sparsity regularization weight to λs = 1e−5

an the alpha threshold for voxel pruning to τα = 0.01. We
prune twice, after the coarse stage and after the fine stage.
For rendering, we set τt also to 0.01.

At training, we sample rays from the training set using
a batch size of 16384 for the NeRF-synthetic dataset and
8192 for Tanks and Temples. After the coarse geometry
searching, we train NeRFLight with the implicit MLP for
1000 epochs, and, then, we train using the explicit grid for
other 1000 epochs. We use Adam [14] as optimizer with
a learning rate of 1e-3 for the coarse geometry searching
and 5e-4 for the fine stage. For our experiments, we use
an NVIDIA A100 GPU during training, and the peak mem-
ory usage is 40 GB approximately. At inference, we use an
NVIDIA RTX 3090 GPU, except for the method marked as
* in Tab. 1, whose metrics are the ones reported in [10] us-
ing an NVIDIA V100 GPU. We did not re-run these meth-
ods due to their extremely low FPS/MB metric.

5.2. Baseline Comparisons

Tab. 1 shows an exhaustive quantitative comparison of
NeRFLight and current state-of-the-art methods. The qual-
ity metrics shown for the methods marked with * for the
NeRF Synthetic dataset are the ones reported in [10] while,
for the Tanks and Temples dataset, are the ones reported in
[32]. The rest of the quality metrics are the ones reported in
the original works.
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NeRF Synthetic Dataset [25]

Method PSNR↑ SSIM↑ LPIPS↓ MB↓ FPS↑ FPS/MB↑

NeRF* [25] 31.00 0.947 0.081 5 0.03 0.006
JAXNeRF+* [7] 33.00 0.962 0.038 18 0.01 0.001
JAXNeRF* [7] 31.65 0.952 0.051 4.8 0.05 0.010
AutoInt* [19] 25.55 0.911 0.170 5 0.38 0.076
SNeRG(PNG) [10] 30.38 0.950 0.050 84 202 2.404
SNeRG(H264) [10] 29.86 0.938 0.065 30.2 202 6.689
Eff-NeRF [11] 31.68 0.954 0.020 648 238 0.367
KiloNeRF [32] 31.00 0.950 0.030 161 79 0.490
Plenoctrees [54] 31.71 0.958 0.053 1930 168 0.087
TensoRF-CP [6] 31.56 0.949 0.076 3.9 0.45 0.115
TensoRF-VM-192-30k [6] 33.14 0.963 0.047 71.8 0.38 0.005
Instant-NGP [26] 33.18 0.974 0.043 27 62 2.296
DIVeR [48] 32.12 0.958 0.033 68 133 1.956
NeRFLight 31.41 0.968 0.039 14 181 12.929

Tanks and Temples Dataset [15]

Method PSNR↑ SSIM↑ LPIPS↓ MB↓ FPS↑ FPS/MB↑

NeRF* [25] 28.32 0.900 0.110 5 - -
KiloNeRF [32] 28.41 0.910 0.090 - 41.3 -
Plenoctrees [54] 27.99 0.917 0.131 2629 42.22 0.016
TensoRF-CP [6] 27.59 0.897 0.181 4.23 0.27 0.064
TensoRF-VM-192-30k [6] 28.56 0.920 0.140 71.4 0.16 0.002
Instant-NGP [26] 27.50 0.935 0.076 40 29 0.725
DIVeR [48] 28.21 0.906 0.082 116 54 0.470
NeRFLight 27.85 0.939 0.084 40 78 1.950

Table 1. Quantitative results on NeRF Synthetic and Tanks and Temples shows how NeRFLight is the method with the higher frame rate
vs storage ratio while achieving competitive quality metrics. In bold we highlight the best performing model and the underlined results
indicate the second best. * indicates the metrics are reported in a NVIDIA V100 GPU.

NeRF Synthetic. The results in the NeRF synthetic
dataset show that current NeRF methods are not able
to achieve a frame rate vs storage ratio higher than
2.5 FPS/MB with high-quality metrics. Whereas
SNeRG(H264) [10] is able to achieve 6.689 FPS/MB
thanks to the texture atlas compression, its quality metrics
are substantially lower than models like Instant-NGP [26]
or TensoRF [6]. In contrast, NeRFLight achieves 12.929
FPS/MB, almost 2× the frame rate vs storage ratio of
SNeRG(H264) and more than 5× the ratio of Instant-NGP
or DIVeR [48] with comparable quality metrics, achieving
the second best result in SSIM. Fig. 4 shows qualitatively
that NeRFLight is able to render complex fine structures at
the same level of detail as the best state-of-the-art models.

Tanks and Temples. Comparisons on the Tanks and Tem-
ples dataset show that NeRFLight is not only the method
with the highest FPS/MB metric but also the most efficient
at inference. Furthermore, the quality metrics demonstrate
that NeRFLight is able to achieve accurate reconstruction,
obtaining the best SSIM result. Fig. 4 shows that NeR-
FLight is also able to model fine high-frequency details even
when applied to real-world scenes.

Instant-NGP [26] reports no results on this dataset, so
we used the implementation provided by the original work
to train the models for this experiment. Since Instant-NGP

is highly configurable, we tune its hyperparameters so that
the model size matches the size of NeRFLight. In this way,
we can compare NeRFLight with the most accurate model
in the current state of the art at the same model size. It
can be seen how NeRFLight is able to outperform Instant-
NGP in PSNR and SSIM while being able to render more
than 2× faster. See supplemental materials for more details
about Instant-NGP hyperparameters.

5.3. Ablation Study

We next conduct an ablation study of NeRFLight
through two experiments that analyze the contribution of the
symmetric grid and the implicit initialization of the features.
First, we analyze the quality and continuity of the interme-
diate representations obtained by the density decoders using
the Lego Bulldozer scene as an example. Then, we show
quantitative and qualitative results of the different configu-
rations of NeRFLight.
Decoders’ continuity. In this experiment, we analyze the
contribution of the symmetric voxel grid by inspecting the
continuity of the intermediate representations obtained by
the density decoders (hj in Eq. (5b)). To do this, we ap-
ply alpha-composition of the intermediate representation at
each point and apply PCA to reduce their dimension from
32 to 3, so they can be rendered as an image. Fig. 5 shows
the results on the Lego scene. It can be seen how applying a
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(a) Linear grid (b) Symmetric grid

Figure 5. PCA decomposition of density decoder’s outputs
shows that a symmetric grid is able to remove seams while a linear
grid produces discontinuities.

Grid Reg. PSNR ↑ SSIM ↑ LPIPS ↓ FPS/MB ↑

Linear Im 29.82 0.947 0.050 172/24=7.17
Im-Ex 30.98 0.956 0.046 172/24=7.17

Symm Im 30.56 0.959 0.046 181/14=12.9
Im-Ex 31.41 0.968 0.039 181/14=12.9

Table 2. Ablation of NeRFLight shows that symmetric voxel grid
configuration and implicit feature initialization not only improve
the quality of the representation, but also improve the frame rate
vs storage ratio.

symmetric grid produces not only a seamless representation
but also a better-clustered feature space. On the other side,
applying a linear grid produces discontinuities, so the color
decoder will have to struggle with this inconsistent repre-
sentation. To demonstrate that our strategy is also robust to
non-symmetric scenes, we provide another version of Fig. 5
in a rotated Lego scene in the supplemental materials.

Quality of the reconstruction. The artifacts produced at
the frontiers between neighboring regions when applying
a linear non-symmetric grid can be clearly seen in Fig. 6a.
Fig. 6b shows that a symmetric grid is able to overcome this
problem by producing smooth seamless transitions. Tab. 2
reports the quality and FPS/MB metrics for the different
configurations of NeRFLight. These results demonstrate
that applying a symmetric grid not only improves the qual-
ity of the reconstruction but also helps to achieve a higher
frame rate vs storage ratio by reducing the number of fea-
tures. This leads to a lighter model and faster access to the
features for each voxel (faster rendering). Finally, Tab. 2
also shows that by combining implicit and explicit training,
the quality of the final model is enhanced. We also pro-
vide some results applying direct optimization of the fea-
tures (i.e. fully explicit regularization) in the supplemen-
tal materials, where we show that our method also achieves
high-quality results using this training method.

6. Limitations and future work

The most important limitation of NeRFLight is the
amount of training time it requires, which is much larger

(a) Linear grid (b) Symmetric grid

Figure 6. Continuity at seams. Locating the features symmetri-
cally to the scene center in the voxel grid removes discontinuities
at the seams between regions.

than other methods like TensoRF [6] or Instant-NGP [26].
However, we believe that applying tensor decomposition as
in TensoRF would reduce the convergence time of NeR-
FLight. Another limitation of our current implementation
is that it is not able to represent unbounded or forward-
facing scenes. In future work, we aim to address these other
types of scenes by applying normalized device coordinates
(NDC) or multi-sphere images (MSI). Finally, we believe
that related research approaches might benefit from apply-
ing shared feature grids to their grid-based representations.

7. Conclusions

In this work, we have presented NeRFLight, the method
with the highest frame rate vs storage cost ratio of the state-
of-the-art. We show how, even when optimizing for re-
duced size and inference efficiency, our method provides
high-quality rendering results, on par with the most recent
NeRF models. We also introduced the concept of a shared
feature grid in NeRF, as a way to reuse features to make grid
representations more compact. Furthermore, we have pro-
posed the first approach to achieve seamless reconstructions
using symmetric voxel grids. We have shown that this strat-
egy, reduces the number of features in the grid and leads to
a faster rendering and a more accurate reconstruction. To
summarize, NeRFLight is the current NeRF-based method
with the best FPS/MB ratio, which makes it especially ad-
equate to stream and render in scenarios like social media,
online games, or for upcoming metaverse applications.
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