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Abstract

Audiovisual automatic speech recognition (AV-ASR)
aims to improve the robustness of a speech recognition sys-
tem by incorporating visual information. Training fully
supervised multimodal models for this task from scratch,
however is limited by the need for large labelled audiovi-
sual datasets (in each downstream domain of interest). We
present AVFormer, a simple method for augmenting audio-
only models with visual information, at the same time per-
forming lightweight domain adaptation. We do this by
(i) injecting visual embeddings into a frozen ASR model
using lightweight trainable adaptors. We show that these
can be trained on a small amount of weakly labelled video
data with minimum additional training time and parame-
ters. (ii) We also introduce a simple curriculum scheme dur-
ing training which we show is crucial to enable the model
to jointly process audio and visual information effectively;
and finally (iii) we show that our model achieves state of
the art zero-shot results on three different AV-ASR bench-
marks (How2, VisSpeech and Ego4D), while also crucially
preserving decent performance on traditional audio-only
speech recognition benchmarks (LibriSpeech). Qualitative
results show that our model effectively leverages visual in-
formation for robust speech recognition.

1. Introduction
Robustness or adaptation to new, unconstrained domains

is a key challenge for automatic speech recognition (ASR)
systems. In multimodal video (e.g., TV, online edited
videos), the visual stream can provide strong cues for im-
proving the robustness of ASR systems, particularly in
cases where the audio is noisy – this is called audiovisual
ASR (AV-ASR). Unlike works that simply focus on lip mo-
tion [1, 7, 23, 24, 29, 33, 37, 41], we investigate the contri-
bution of entire visual frames. This is particularly useful
for videos ‘in the wild’, where the mouth is not necessarily
visible (e.g., egocentric viewpoints, face coverings, and low
resolution etc.) [11]. The task is illustrated in Figure 1.

Building audiovisual datasets for training AV-ASR mod-
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Figure 1. Unconstrained audiovisual speech recognition. We
inject vision into a frozen speech model (BEST-RQ, in grey) for
zero-shot audiovisual ASR via lightweight modules to create a pa-
rameter and data efficient model called AVFormer (blue). The vi-
sual context can provide helpful clues for robust speech recog-
nition especially when the audio signal is noisy (the visual loaf
of bread helps correct the audio-only mistake clove to loaf in the
generated transcript).

els, however, is challenging. Datasets such as How2 [36]
and VisSpeech [11] have been created from instructional
videos online, but they are small in size. Not only are
datasets for this task small, but models are typically large
and consist of both visual and audio encoders. For exam-
ple the latest AV-ASR model AVATAR [11] shows impres-
sive performance on both datasets, but requires the end-to-
end training of visual and audio components in tandem, and
consequently a large amount of compute. Like other AV-
ASR works [4, 17, 25, 30, 38], it is also only trained and
tested on instructional videos, and as we show in the exper-
iments, generalizes poorly to new domains in the zero-shot
setting.

On the other hand, there have been a number of recently
released large-scale audio-only models [6, 8, 19] that are
heavily optimised via self-supervised pretraining and large-
scale supervised training on audio-only data obtained from
audio books such as LibriLight [20] and LibriSpeech [31].
These models contain billions of parameters, are readily
available, and show strong generalization across domains.

Our goal is to reuse the extensive expertise and train-
ing time that has been invested in such models, by using
their weights. We are inspired by recent works adapting
frozen foundation models for multi-modal tasks. A popular
example is [2] that injects visual information into large lan-
guage models (LLMs) for vision-text tasks. The benefit of
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building on strong frozen LLMs for these tasks is the hope
that this will enable the visual-text model to retain powerful
language-only abilities such as few-shot language adapta-
tion or external knowledge retrieval. Our goal is simple -
we wish to do the same for AV-ASR, using strong audio-
only ASR models. We add visual inputs to these models in
a lightweight manner to enable AV-ASR, but still maintain
the benefits of audio-only pretraining for zero-shot general-
ization.

Our framework is called AVFormer, and injects visual in-
formation into a frozen ASR model using lightweight pro-
jection layers and trainable adaptors. We show that these
can be trained on a small amount of weakly labelled video
data (only 5% of the data used by existing state of the
art methods [11]) with minimum additional training time
and parameters, minimizing the domain shift and catas-
trophic forgetting that can accompany end-to-end finetun-
ing. In order to further ensure stability during the finetun-
ing of these adapters, we also introduce a simple curriculum
scheme during training which we show is crucial to enable
the model to jointly process audio and visual information
effectively. Finally, we show that our model outperforms
existing state of the art zero-shot methods on three differ-
ent AV-ASR benchmarks (How2, VisSpeech and Ego4D)
across different domains, while also crucially preserving
decent performance on traditional audio-only speech recog-
nition benchmarks (LibriSpeech).

2. Related Works
State-of-the-Art Speech Recognition Recent state-of-the-
art ASR models [6,8,19,45,46] almost all adopt transformer
based audio encoders [16, 19, 40] embedding input audio
signals into a set of token features thereby extracting lo-
cal information within a temporal window. Encoders are
trained end-to-end using losses such as CTC [15], RNN-
T [14] and LAS [5]. In many cases, these encoders are pre-
trained [6, 8, 19, 45, 46] on large-scale unannotated datasets
such as LibriLight [20], and then finetuned for downstream
ASR. Consequently, such models incorporate a number of
highly-engineered training tricks and techniques suitable
for ASR, which we want to reuse for multimodal inference.
Rebuilding a multimodal model from scratch incorporating
these learnings is expensive and must be redone for each
new model. As models get larger and larger [8, 19, 46],
this requires a prohibitive amount of compute. Our goal is
to reuse this knowledge in a lightweight manner by inject-
ing visual understanding capability into a readily available
state-of-the-art ASR model.
Audiovisual Speech Recognition Most AV-ASR works
are focused on lip motion, right from early works that use
pre-extracted features [29,41] to more recent end-to-end ap-
proaches that work on pixels directly [1,7,23,24,33,37]. In
contrast, the setting explored in this work is full frame AV-

ASR beyond the speaker’s mouth movements (also known
as ‘context-aware’ speech recognition). Here the defacto
strategy is to use pre-extracted visual context features (due
to the high dimensionality of full frame video) – either
action features [4, 12, 32, 36], or place and object fea-
tures [4,17,25,30,38]. Unlike these works which all use vi-
sual features from classification models trained on a closed-
set of pre-defined objects, places or actions, we use features
from CLIP [35], which is trained on image and text paired
data, and known to have strong generalization and zero-shot
capabilities. This makes our features more suited to uncon-
strained videos ‘in the wild’. An outlier is the recently pro-
posed AVATAR [11], which uses full frame pixels and trains
end-to-end on HowTo100. It is the state of the art for this
task, achieving good performance on How2 and introduc-
ing a new dataset called VisSpeech. Unlike AVATAR, our
method reuses strong frozen pretrained models, thereby re-
quiring only 5% of the audiovisual data used in AVATAR,
and generalises much better across different domains in the
zero-shot setting.
Adapting Large Frozen Pretrained Models There has
been a recent flurry of works that adapt frozen foundation
models for multi-modal tasks, most notably for injecting
visual information to large language models (LLMs) [2].
Architectural details vary: for example MAGMA [10]
and Frozen-BiLM [42] add bottleneck adapters [18, 39] to
the frozen LLM injecting some visual information; Clip-
Cap [28] learns a vision-to-prefix bridging transformer to
map vision features into a prefix for GPT-2, while VC-
GPT [22] adds new learnt layers to the frozen LLM. In
the AV-ASR domain specifically, multiple works use pre-
extracted visual features to improve audio-only ASR [25].
Early work [25] leverages objects and places features from
visual classifiers by projecting them to the same space as
the audio features in a process known as Visual Adaptive
Training (VAT). [17] also uses similar features, but adopts
them as the beginning token of each sentence in a lan-
guage modelling framework. [4] also uses VAT, but for a
sequence to sequence model. Unlike these works which
use a single visual feature, we show that having multiple
visual features improves performance. The closest to our
work is LLD [12], which also uses a stream of visual fea-
tures extracted from the MIL-NCE model [26]. Their fusion
method, however, consists of a complicated deliberation de-
coder, and while they initialize their model with audio-only
pretraining, they then finetune the entire audiovisual model
end-to-end. In contrast, most of our model remains frozen,
and only lightweight adapters are tuned on a small amount
of audio-visual data. All previous works are also only fo-
cused on the instructional video domain, reporting results
either on internally collected datasets or the publicly re-
leased How2 [36]. Our focus instead is on zero-shot gen-
eralisation across multiple domains, including audio-only
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Librispeech [31] (from audiobooks) and Ego4D [13] (ego-
centric video). We believe this is a more useful setting for
actual deployment of such models.

3. Method

Unlike previous AV-ASR works which test only on in-
structional videos [4, 17, 25, 30, 38], our goal is zero-
shot generalization across multiple AV domains, while still
maintaining good performance on traditional audio-only
benchmarks. To do this, we start with an existing state-of-
the-art ASR model, and adapt it for unconstrained AV-ASR.
Visual features are obtained from a strong pretrained visual
model, and added to the model via the following two com-
ponents - (i) we linearly project visual features into the au-
dio token embedding space, and (ii) we inject lightweight
adapters into the encoder of the frozen ASR model to allow
domain adaptation. During training, we only tune these two
sets of additional parameters, while both the ASR model
and the visual feature extractor are frozen (see Figure 2).

We do this because there are two forms of adaption that
are required here - (i) adapting to new video domains and
(ii) adapting to multimodal input, both of which we would
like to do without catastrophic forgetting. Because of the
challenges with this setup, we also introduce a curriculum
learning strategy to stabilize the learning process, without
which the model fails to utilize the visual features effec-
tively. In this section, we first describe the main compo-
nents of our network architecture (Sec. 3.1) and then intro-
duce our zero-shot curriculum learning strategy and training
loss functions (Sec. 3.2).

3.1. Model Architecture

In this section we describe the key components of our
architecture - (i) the frozen conformer encoder and decoder,
(ii) the visual encoder and projection layers for visual fea-
ture extraction and projection, and (iii) additional adapta-
tion layers in the backbone for audio-only domain adapta-
tion. A diagram is show in Figure 2.

3.1.1 Frozen Conformer ASR Model

We start with a frozen ASR model that achieves state-of-
the-art performance on traditional ASR benchmarks [31].
Specifically, we use BEST-RQ [6] that adopts a Con-
former [16] model with an RNN-Transducer (RNN-T) [14].
The model is pretrained on LibriLight [20] in a self-
supervised manner using a random projection quantiza-
tion technique, after which it is then finetuned for ASR
on LibriSpeech [31] using supervised training. The
conformer consists of convolution-augmented transformer
blocks (conformer blocks), which operate on audio token
features that are extracted from a spectrogram via a stack

of convolution and linear layers [16]. BEST-RQ uses Con-
formerXL as a backbone, which has 0.6B parameters [46]
– note that training such a large model end-to-end is ex-
tremely compute heavy – and requires a large pretraining
dataset (made possible by self-supervised learning on Libri-
Light). This self-supervised training also enables the model
to generalize well across numerous domains. After pretrain-
ing, an RNN-T decoder is added to Conformer to generate
text output for ASR with 1,024 WordPiece tokens [44]. The
RNN-T decoder generates a sequence of tokens consisting
of grapheme tokens or a special output token, which repre-
sents moving to the next input token (See Figure 2, right for
a diagram of the decoder).

Formally speaking, given the log-mel spectrogram X ∈
RN̂×S with S mel spectrogram bins in a length of N̂ con-
verted from the input audio waveform, the tokenizer outputs
a set of audio tokens {ti}N1 = htok(X) where D is the to-
ken embedding dimensionality and N = N̂/4. The encoder
then contextualizes the audio tokens through a series of con-
former blocks, each of which is a stack of feed-forward,
multi-head self-attention, convolution layers followed by
another feed-forward layer. The output of each layer is
added with a residual connection. This process produces N
contextualized tokens t̂i ∈ RD, i.e., {t̂i}N1 = henc({ti}N1 ).
The decoder finally generates the transcripts by predict-
ing a sequence of K graphemes from the contextualized
audio tokens. Given a token t̂i and previously generated
grapheme wj−1, the decoder generates the next grapheme
wj = hdec(t̂i, wj−1) where wj ∈ V ∪ {ϵ} with the vocab-
ulary of the predefined graphemes V and a special blank
token ϵ that represents moving to the next token t̂i+1 in
the generation process. The decoder hdec is implemented
as a two layer LSTM module with a grapheme classifica-
tion head. Note that at a single audio token index i, multi-
ple graphemes can be emitted (vertical arrows) until an ϵ is
emitted (horizontal arrows) as depicted in Figure 2.

3.1.2 Lightweight Adapters

In order to enable domain adaption in the model, we inter-
leave an adapter layer within each conformer block of the
encoder. Note that the BEST-RQ model has strong gen-
eralization capability, which we want to maintain. Hence
we design our adapters to be lightweight, to prevent dras-
tic domain shift and catastrophic forgetting. Given N au-
dio tokens ti and M projected visual tokens tvj (which will
be described next) at a certain layer l1, we compute the
adapted token features t̃i and t̃vj using an adapter layer by
{t̃i} ∪ {t̃vj} = adapt({ti} ∪ {tvj};ϕ) where adapt(·) is an
adapter layer parameterized by ϕ. We introduce and exper-
iment with the following two types of lightweight adapters:

1The layer index l is omitted for notational simplicity.
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Figure 2. Overall architecture and training procedure for AVFormer. Our architecture consists of a frozen Conformer encoder-decoder
model [6], and a frozen CLIP [35] encoder (frozen layers shown in grey with a lock symbol), in conjunction with two lightweight trainable
modules - (i) visual projection layer (orange) and bottleneck adapters (blue) to enable multi-modal domain adaptation. We propose a
two-phase curriculum learning strategy - the adapters (blue) are first trained without any visual tokens, after which the visual projection
layer (orange) are tuned while all the other parts are kept frozen.

Feed-forward Adapters (FF). The simplest design is to in-
dependently project each token. To achieve this, we use a
two-layered MLP with a residual connection as our adapter.
To make the layer lightweight, we set the dimensionality
of the hidden layer to B, where B ≪ D. This allows the
adaptor to effectively act as a bottleneck, and reduces total
additional parameters.
Feed-foward Adapters with Self-Attention (FF+SA). The
feed-forward adapters described above operate indepen-
dently for each token. We can perform an additional con-
textualization across the input tokens via a self-attention
layer [43]. To reduce additional parameters, we apply the
same bottleneck projection technique as before, where each
input token is transformed into a B dimensional query, key
and value for attention, after which the attended feature is
projected back into the D dimensional feature space. For
multi-head self-attention, each head projects features into
B/H dimensional spaces instead where H stands for the
number of heads. This module is used with a residual con-
nection and a feed-forward module described above; the
combination of these forms a transformer block with bottle-
necks. While this (FF+SA) allows additional contextualiza-
tion across tokens, it introduces four times more parameters
than vanilla FF adapters.

3.1.3 Visual Feature Extraction and Projection

Given a sequence of M video frames fi, we extract a D̂ di-
mensional visual feature vi = g(fi) per frame using a pre-
trained visual encoder g. Specifically, we use the CLIP en-
coder [34] with ViT-L/14 [9] as our visual backbone, which

is known to have strong zero-shot generalization capabil-
ity [34]. Because the CLIP encoder is frozen, we add a lin-
ear layer2 to project the visual features into the audio token
embedding space, i.e., tvi = proj(vi; θ) where tvi ∈ RD

and θ is a set of the parameters in the projection layer. The
projected visual tokens are fed to the Conformer encoder
together with audio tokens ti. Note that these visual pro-
jection layers are essentially performing a type of prompt
tuning [21, 28] since the rest of the ASR model is frozen.

3.2. Training Strategy

It is a well-known that AV-ASR is an audio-dominant
task, which is why previous works are forced to devise train-
ing strategies that prevent the audio stream from dominat-
ing training [11]. We observe a similar phenomenon while
jointly training both sets of additional parameters (adapters
and visual projections). The visual information is not used
(similar performance with and without), and training is
dominated by the model only adapting to the finetuning au-
dio domain. We hence introduce a curriculum training strat-
egy. We first describe our finetuning data, the loss function,
and then the curriculum in the next few paragraphs.
Zero-shot Training with Web Videos. Our extended
model has two sets of new parameters θ and ϕ introduced
for the visual projection layer and the adapters respectively.
Since it is labor-intensive and costly to collect new train-
ing benchmarks for AV-ASR, we train these new parame-
ters without manually labeled data. We use unlabeled web
videos online along with the outputs of an ASR model as

2We tested more complex MLP projectors and found that a single linear
layer is sufficient for good performance as detailed in the supp. mat.
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pseudo ground truth. Our goal is to aid the pretrained
ASR model with visual understanding capability using only
these automatically collected transcripts; the trained model
is then tested in a zero-shot setting on manually annotated
public AV-ASR benchmarks.
Loss Function. As the RNN-T decoder in the pretrained
ASR model is kept frozen in AVFormer, we adopt the
same loss function that is used for ASR pretraining. With
an RNN-T decoder, the probability of a transcript W =
{w1, w2, · · · , wK} is obtained by marginalizing the prob-
abilities of all valid generation paths y (e.g., the path with
bold arrows in Figure 2), i.e.,

P (W |X) =
∑
y∈Y

∏
(i,j)∈y

P (wj |t̂i, w0:j−1) (1)

where Y is a set of all valid paths y (paths on the grid
from (0, 0) to (N + 1,K) in Figure 2) which is a se-
quence of pairs of token and output grapheme indices
(i, j), and P (wj |t̂i, w0:j−1) is estimated by our decoder
hdec(t̂i, wj−1). We train our model by minimizing the neg-
ative log-likelihood of the pseudo-GT transcripts Ŵ of in-
put videos:

L(θ, ϕ) = −
∑
i

logP (Ŵi|Xi; θ, ϕ). (2)

Curriculum Learning for Visual Processing. We discover
empirically that with a naive first round of joint training, our
model struggles to learn both the adapters and the visual
projectors in one go (as shown in the experiments, the is-
sue becomes more severe as more visual tokens are added).
To mitigate this issue, we propose a two-phase curriculum
learning strategy that decouples these two factors (domain
adaption and visual feature integration) and trains the net-
work in a sequential manner. In the first phase, the adapter
parameters ϕ are optimized using argmaxϕ L(θ, ϕ) as an
objective. Note that at this phase, we do not feed visual to-
kens at all and thus θ is an empty set. Once ϕ is trained,
we add the visual tokens and train the visual projection lay-
ers θ using argmaxθ L(θ, ϕ). During this second phase of
training, ϕ is kept frozen.

The first stage focuses on audio domain adaptation. By
the second phase, the adapters are completely frozen and
the visual projector must simply learn to generate visual
prompts that project the visual tokens into the audio space.
In this way, our curriculum learning strategy allows the
model to incorporate visual inputs as well as adapt to new
audio domains in AV-ASR benchmarks. We apply each
phase just once, as an iterative application of alternating
phases leads to performance degradation. This is further
discussed in the supp. mat.
Content Word Masking. We adopt the content word mask-
ing from [11] to encourage the models to further focus on

visual understanding. We observe that the original zero-
padded masking introduced in [11] causes instabilities and
therefore we add Gaussian noise to the audio input corre-
sponding to masked words, which stabilizes optimization.

4. Experiments
4.1. Experimental Settings

Implementation Details. As mentioned earlier, we use
BEST-RQ [6] as the frozen ASR model. Since it has 24
conformer blocks, we add 24 adapters (one in each layer)
in all experiments. When added, all adapters and visual
projectors are randomly initialized. The decoder predicts
WordPiece tokenized graphemes with a vocabulary size of
1,024. In the adapters, we apply layer norm [3] at every
residual connection. For both phases of training, we use
standard SGD with momentum with a moving average coef-
ficient of 0.9 and a cosine learning rate schedule; the initial
learning rate is set to 0.4. We train for 40K and 30K itera-
tions in phase 1 and 2 respectively, with a batch size of 256
on 32 TPU v4 chips. We run 5 independent experiments
and report the mean scores for ablation studies. When test-
ing Audiovisual models on audio-only benchmarks, we feed
dummy visual inputs (zero tensors).
Metrics. We use word error rate (WER) for all evaluation
(lower is better). The alignment between predicted words
and ground truth is computed using dynamic programming.
The WER is then computed by the number of errors (dele-
tions, substitutions and insertions) across the whole test set
divided by the number of ground truth words.
Baselines. We compare AVFormer to two strong baselines
proposed this year - (i) the state-of-the art AV-ASR model
AVATAR [11] and (ii) the state-of-the-art ASR (audio only)
model BEST-RQ [6]. We apply both models to the same
settings as AVFormer for a fair comparison.

4.2. Datasets

The additional parameters in our model are finetuned
on the HowTo100M dataset, which contains instructional
videos from YouTube. In order to assess generalization,
we evaluate across different domains – LibriSpeech (au-
diobooks), How2 and VisSpeech (YouTube instructional
videos) and Ego4D (egocentric video of daily-life activi-
ties). Note that VisSpeech consists of more unconstrained
video (background noise, challenging accents etc) than
How2. More details for each dataset are provided below.
LibriLight [20] and LibriSpeech [31]. LibriLight is an
unlabelled speech dataset that is used to pretrain BEST-RQ.
The model is then finetuned for ASR on LibriSpeech con-
taining 960 hours audio with manually annotated GT tran-
scripts. For a fair comparison, we also use LibriSpeech for
pretraining some of our baselines in the ablations.
HowTo100M [27]. This dataset contains 1.2M instructional
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Figure 3. Effects of different architectures (feed-forward (FF) vs feed-forward + self-attention (FF+SA)) and the bottleneck dimen-
sionality B of adaptor layers on performance. Results are for audiovisual models trained with our curriculum learning, and are shown
on 3 datasets in the zero-shot setting (lower WER% is better). We show that a bottleneck dimension of 64 with FF layers achieves the best
or almost the best performance (a,b,c) with the least number of additional parameters (d). Best viewed in color.
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Figure 4. Effects of curriculum learning and the number of visual tokens M on performance. Red and blue lines are for audiovisual
models and are shown on 3 datasets in the zero-shot setting (lower WER% is better). Using the curriculum helps on all 3 datasets (for
How2 (a) and Ego4D (c) it is crucial for outperforming audio-only performance). Performance improves up until 4 visual tokens, at which
point it saturates. Best viewed in color.

videos without manual annotations. ASR is used to ob-
tain pseudo-GT transcripts for training our adapters and vi-
sual projector. We remove videos present in VisSpeech and
How2 (described next).
How2 [36]. We use the 300hr version of How2, which
consists of instructional videos with automatically collected
user uploaded captions. The videos are segmented into 5.8s
short clips with 20-word long transcripts in average. We
use the validation (2,022 clips) and test (2,305 clips) splits
to evaluate our model in a zero-shot setting.
VisSpeech [11]. VisSpeech is an AV-ASR test bench-
mark that consists of 503 video clips with manually an-
notated transcripts, which are sampled from HowTo100M.
The dataset curation process focuses on samples where an
audio-only ASR model fails and where strong visual corre-
lations are observed.
Ego4D [13]. Ego4D consists of egocentric video from 74
worldwide locations and 9 countries, with over 3,670 hours
of daily-life activity video. We use the audiovisual diariza-
tion benchmark in the Ego4D challenge3. It consists of 585
5-minutes long egocentric video clips splited into train (397
clips), validation (51 clips) and test (137 clips) sets. We re-
port zero-shot results on the validation set as the test annota-
tions are not released. We evaluate transcripts on segmented
clips based on GT boundaries.

3https://ego4d-data.org/docs/challenge/

4.3. Results

In this section, we show ablations of the various de-
sign choices in our model (adapter architecture and bottle-
neck dimension), and then discuss the impact of curriculum
learning and the benefit of adding visual tokens (including
the impact of the number of visual tokens). We then show
an ablation discussing the impact of adding both adapters
and visual tokens, and the impact of finetuning dataset size.
Finally, we show zero-shot performance of our model com-
pared to state of the art baselines. Note that all ablations
and results are provided on all 3 downstream datasets in a
zero-shot setting – How2, VisSpeech and Ego4D.

Adapter Architecture and Bottleneck Dimensionality.
Figure 3 compares results with feed-forward adapters (FF)
only vs adapters with both feed-forward and self-attention
(FF+SA). We also vary the bottleneck dimension from 32 to
256. We observe that on How2 (Figure 3a) and VisSpeech
(Figure 3b), both adapter types perform similarly although
FF+SA uses significantly more parameters than FF (Fig-
ure 3d), indicating that a simple projection is enough for
strong adaptation. On Ego4D (Figure 3c), simple FF out-
performs FF+SA by a large margin, potentially because of
the larger domain gap (instructional edited videos online to
egocentric daily activity videos). The greater number of pa-
rameters in FF+SA may result in a larger shift to the in-
structional video domain and away from Ego4D. Figure 3
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become very popular with tuxedos also GT:
become very popular with taxi’s also B-RQ:
become very popular with tuxedos also Ours:

GT:
B-RQ:

you exhale bring them down to heart center
you act how bring them down to heart center
you exhale bring them down to heart centerOurs:

GT:
B-RQ:

you start your veil sequence
you start you fail sequence
you start your veil sequenceOurs:

GT:
B-RQ:

look at the anatomy of a scooter
look at the anatomy of a schooner
look at the anatomy of a scooterOurs:

same method pour the egg yolk into a bowl GT:
same method pour the egg yolk into a ballB-RQ:
same method pour the egg yolk into a bowlOurs:

we have a fairly even cake nowGT:
we have a fairly even case nowB-RQ:
we have a fairly even cake nowOurs:

GT:
B-RQ:

slice the carrot pieces into thin strips
slight the carriage pieces into thin strips
slice the carrot pieces into thin stripsOurs:

GT:
B-RQ:

we can see how many kernels were left
we can see how many colonels were left
we can see how many kernels were leftOurs:

way you get rid of cardsGT:
way you get rid of armsB-RQ:
way you get rid of cardsOurs:

GT:
B-RQ:

just separate your different suits
separately or different sorts
just separate your different suitsOurs:

GT:
B-RQ:

drive over it
mahomet
drive over itOurs:

GT:
B-RQ:

totally takes quarters
in taking corners
totally takes quartersOurs:

Figure 5. Qualitative Results on How2 (top), VisSpeech (middle) and Ego4D (bottom). We show the ground truth (GT), and predictions
from the audio only BEST-RQ model (B-RQ) and our audiovisual AVFormer (Ours) in the zero-shot setting. For each clip we show a single
visual frame. Note how the visual context helps with visual objects (tuxedos, veil, scooter, bowl, cake, carrot etc), as well as actions (exhale,
drive over) and works well even in the ego-centric domain (learns driving from input of road in row 3, column 3). Errors in the predicted
words compared to the GT are highlighted in red. Faces are blurred for privacy.

Table 1. Effect of visual tokens (VT) and adapter layers. Re-
sults on 3 datasets are obtained in the zero-shot setting (lower
WER% is better). The first row corresponds to the vanilla pre-
trained BEST-RQ. Visual projector is added only when feeding
VT. The gains from both VT and adapters are complementary.

VT Adapters How2 VisSpeech Ego4D

21.90 31.61 77.98
✓ 19.74 ± 0.04 31.13 ± 0.06 76.50 ± 0.11

✓ 14.66 ± 0.03 17.18 ± 0.15 65.45 ± 0.14
✓ ✓ 13.63 ± 0.10 16.39 ± 0.11 64.63 ± 0.79

also shows the effect of different bottleneck dimensions. In
general the WER comes down from 32 to 64, but saturates
at B = 64 across all datasets with FF, while introducing
only few additional parameters (0.6% of the number of pa-
rameters in BEST-RQ). Hence in the rest of experiments,
we adopt FF adapters with B = 64.
Curriculum Learning and Visual Tokens. We show the
results of AVFormer with and without the proposed two-
stage curriculum in Figure 4, and also compare to an audio-
only baseline which had only FF adapters with B = 64
and no visual information. Without curriculum learning,
our AV-ASR model is worse than the audio-only baseline
across all datasets, with the gap increasing as more visual

Table 2. Effect of training dataset size. Results are for audiovi-
sual models trained with our curriculum learning, and are shown
on 3 datasets in the zero-shot setting (lower WER% is better).
Only 5% of HowTo100M is required.

Training-set size How2 VisSpeech Ego4D

5% 13.69 ± 0.17 16.60 ± 0.17 64.75 ± 1.05
100% 13.63 ± 0.10 16.39 ± 0.11 64.63 ± 0.79

tokens are added. In contrast, when the proposed two-phase
curriculum is applied, our AV-ASR model performs signif-
icantly better than the baseline audio-only model. We also
test our model with different number of visual input tokens
(where one token corresponds to one frame). More visual
tokens improves the model up until M = 4 with up to 7.0%
relative improvement, after which performance begins to
degrade. Hence we set M = 4 in all experiments.
Complementary Gain of Additional Components. Ta-
ble 1 shows the effect of our additional lightweight compo-
nents (projection layer for visual tokens and adapter layers)
for zero-shot AV-ASR. The first row is simply the vanilla
baseline (frozen BEST-RQ). We observe that adding pro-
jected visual tokens and adapters bring individual gains to
the baseline (the former adding visual information and the
latter aiding with audio-domain adaptation), and when com-
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Table 3. Comparison to state-of-the-art methods for zero-shot performance across different AV-ASR datasets. We also show per-
formance on LibriSpeech which is audio-only. Results are reported as WER % (lower is better). Note that AVATAR and BEST-RQ are
finetuned end-to-end (all parameters) on HowTo100M, whereas for our model, only the visual projectors (VP) and adapters are finetuned
on 5% of the dataset. PT means pretraining. When a model is marked with both LibriSpeech and HowTo100M pretraining, we first train
the model on LibriSpeech and then on HowTo100M next. For LibriSpeech evaluation, we report numbers on test-clean set. *LibriSpeech
trained model is evaluated directly on LibriSpeech test set.

HowTo100M PT
Method Modality LibriSpeech PT Pretrained params Data % LibriSpeech How2 VisSpeech Ego4D

AVATAR [11] A ✓ – – 8.85 39.43 65.33 110.86
AVATAR [11] A+V – All 100 24.65 17.23 35.66 92.03
AVATAR [11] A+V ✓ All 100 24.08 18.37 35.59 71.97

BEST-RQ [6] A ✓ – – 1.60* 21.90 28.62 77.98
BEST-RQ [6] A ✓ All 100 5.60 15.32 16.69 68.34

AVFormer (Ours) A+V ✓ VP + Adapters 5 4.36 13.69 16.60 64.75

bined with our curriculum learning, are complementary to
performance, achieving the lowest WER.
Training Dataset Size. Given our additional components
are so lightweight, we test whether adaptation can be done
with a small amount of weakly labelled data. The results
in Table 2 show only 5% of HowTo100M training data per-
forms on par with the full dataset – i.e. the pretrained knowl-
edge in BEST-RQ and CLIP yields considerable data effi-
ciency to the model. Ablation results with more data frac-
tions are provided in the supp. mat.
Comparisons to Zero-shot Baselines on AV-ASR. We
compare our model to baselines in Table 3, for zero-shot
performance on all 3 AV-ASR benchmarks4 AVFormer out-
performs AVATAR and BEST-RQ on all, even outperform-
ing both AVATAR and BEST-RQ when they are fully fine-
tuned on LibriSpeech and then 100% of HowTo100M (3rd
and 5th row). Note for BEST-RQ, this involves finetuning
0.6B params. Our model, in contrast only finetunes 4M
params on 5% of HowTo100M.
Comparisons to Zero-shot Baselines on LibriSpeech.
Even though this is not the main goal of this work, we also
investigate performance on LibriSpeech, which is audio-
only (Table 3). Note other AV-ASR works do not do
this, but we believe it is important for deployment of AV-
ASR models. We first note that AVATAR pretrained on
LibriSpeech and then finetuned on HowTo100M performs
poorly when re-evaluated on LibriSpeech (showing severe
catastrophic forgetting between rows 1 and 3). We believe
this is because all parameters are trained end-to-end. On
the other hand, AVFormer performs much better on Lib-
riSpeech (4.36 vs 24.08), and is much closer to BEST-RQ’s
1.60 which is a model tuned only for LibriSpeech and in-
capable of AV-ASR, while AVFormer achieves SOTA on
AV-ASR as well.
Qualitative Results. Qualitative examples are provided in

4Note that the original AVATAR and BEST-RQ papers do not report
this. We apply these models in the same setting as ours for a fair compari-
son.

Table 4. Finetuning performance on How2 and Ego4D. We out-
perform all previous works on How2 that use frozen visual fea-
tures. AVATAR is trained end-to-end, with all visual parameters
finetuned. Scores are in WER %.

Method Frozen visual feats How2 Ego4D

VAT [4] ✓ 18.0 –
MultiRes [32] ✓ 20.5 –
LLD [12] ✓ 16.7 –
AVATAR [11] 9.11 55.27

AVFormer (Ours) ✓ 10.22 55.23

Fig. 5 comparing our method to audio-only BEST-RQ for
zero-shot ASR. We show that for all 3 downstream AV-ASR
datasets, visual context improves mistakes that are made on
objects (eg. tuxedos, veil and scooter from the top row), ac-
tions (exhale - top row, second column), and even corrects
a homophone 5 (colonels to kernals, row 2 column 4).
Comparisons to SOTA after Finetuning. For complete-

ness, we also show finetuning results on two domains - in-
structional (How2) and egocentric (Ego4D) videos in Ta-
ble 4. We outperform all previous works on How2 that
use frozen visual features. Our model is also not too
much worse (How2) or on par (Ego4D) with AVATAR, even
though AVATAR is trained end-to-end, and all parameters
(including a large visual encoder) are finetuned.

5. Conclusion
We present AVFormer, a lightweight method for adapt-

ing existing, frozen state-of-the-art ASR models for AV-
ASR. Our approach is practical and achieves impressive
zero-shot performance. As ASR models get larger and
larger, tuning the entire parameter set of pre-trained mod-
els becomes impractical for different domains. Our method
seamlessly allows both domain transfer and visual input
mixing in the same, parameter efficient model.

5same pronunciation, different spelling
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