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Abstract

Humans have the ability of recognizing visual semantics

in an unlimited granularity, but existing visual recognition

algorithms cannot achieve this goal. In this paper, we estab-

lish a new paradigm named visual recognition by request

(ViRReq
1
) to bridge the gap. The key lies in decompos-

ing visual recognition into atomic tasks named requests and

leveraging a knowledge base, a hierarchical and text-based

dictionary, to assist task definition. ViRReq allows for (i)

learning complicated whole-part hierarchies from highly

incomplete annotations and (ii) inserting new concepts with

minimal efforts. We also establish a solid baseline by in-

tegrating language-driven recognition into recent seman-

tic and instance segmentation methods, and demonstrate

its flexible recognition ability on CPP and ADE20K, two

datasets with hierarchical whole-part annotations.

1. Introduction
Visual recognition is one of the fundamental problems

in computer vision. In the past decade, visual recognition
algorithms have been largely advanced with the availability
of large-scale datasets and deep neural networks [8, 13, 18].
Typical examples include the ability of recognizing 10,000s
of object classes [6], segmenting objects into parts or even
parts of parts [43], using natural language to refer to open-
world semantic concepts [31], etc.

Despite the increasing recognition accuracy in standard
benchmarks, we raise a critical yet mostly uncovered issue,
namely, the unlimited granularity of visual recognition.
As shown in Figure 1, given an image, humans have the
ability of recognizing arbitrarily fine-grained contents from
it, but existing visual recognition algorithms cannot achieve
the same goal. Superficially, this is caused by limited anno-
tation budgets so that few training data is available for fine-

1We recommend the readers to pronounce ViRReq as /’virik/.
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Figure 1. An illustration of unlimited granularity in visual recog-
nition. Top: an example image from ADE20K [43] with instance-
level and part-level annotations. Middle: more and more incom-
plete annotations of instances, parts, and parts of parts. Bottom:
as granularity goes finer, higher uncertainty occurs in recogniz-
ing the boundary (left) and semantic class (right) of objects and/or
parts – here, green, blue and red texts indicate labeled, unlabeled
(but defined), and unlabeled (and undefined) objects, respectively.

grained and/or long-tailed concepts, but we point out that a
more essential reason lies in the conflict between granular-
ity and recognition certainty – as shown in Figure 1, when

annotation granularity goes finer, annotation certainty will

inevitably be lower. This motivates us that the granular-
ity of visual recognition shall be variable across instances
and scenarios. For this purpose, we propose to interpret
semantic annotations into smaller units (i.e., requests) and
assume that recognition is performed only when it is asked,
so that one can freely adjust the granularity according to
object size, importance, clearness, etc.

In this paper, we establish a new paradigm named visual
recognition by request (ViRReq). We only consider the
segmentation task in this paper because it best fits the need
of unlimited granularity in the spatial domain. Compared to
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the conventional setting, the core idea is to decompose vi-
sual recognition into a set of atomic tasks named requests,
each of which performs one step of recognition. Specifi-
cally, there are two request types, with the first type decom-
posing an instance into semantic parts and the second type
segmenting an instance out from a semantic region. For the
first type, a knowledge base is available as a hierarchical
text-based dictionary to guide the segmentation procedure.

Compared to the existing paradigms of visual recogni-
tion, ViRReq has two clear advantages. First, ViRReq nat-
urally has the ability of learning complicated visual con-
cepts (e.g., the whole-part hierarchy in ADE20K [43]) from
highly incomplete annotations, while conventional methods
can encounter several difficulties. Second, ViRReq allows a
new visual concept (e.g., objects, parts, etc.) to be added by
simply updating the knowledge base and annotating a few
training examples. We emphasize that the change of knowl-
edge base does not impact the use of existing training data
as each sample is bound to a specific version of the knowl-
edge base. This property, called data versioning, allows for
incremental learning with all historical data available.

To deal with ViRReq, we build a query-based recogni-
tion algorithm that (i) extracts visual features from the im-
age, (ii) computes text embedding vectors from the request
and knowledge base, and (iii) performs interaction between
image and text features. The framework is highly modular
and the main parts (e.g., feature extractors) can be freely re-
placed. We evaluate ViRReq with the proposed recognition
algorithm on two datasets, namely, the CPP dataset [5] that
extends Cityscapes [3] with part-level annotations and the
ADE20K dataset [43] that offers a multi-level hierarchy of
complicated visual concepts. We parse the annotations of
each image into a set of requests for training, and define a
new evaluation metric named hierarchical panoptic quality
(HPQ) for measuring the segmentation accuracy. Thanks to
the ability of learning from incomplete annotations, ViRReq
can report part-aware segmentation accuracy on ADE20K,
which, to the best of our knowledge, is the first ever work
to achieve the goal. In addition, ViRReq shows a promis-
ing ability of open-domain recognition, including absorbing
new visual concepts (e.g., objects, parts, etc.) from a few
training samples and understanding anomalous or composi-
tional concepts without training data.

In summary, the contribution of this paper is three fold:
(i) pointing out the issue of unlimited granularity, (ii) estab-
lishing the paradigm named visual recognition by request,
and (iii) setting up a solid baseline for this new direction.

2. Preliminaries and Insights
2.1. Related Work in Visual Recognition

In the deep learning era [19], with deep neural net-
works [8, 13, 18, 27] being adopted as a generalized tool for

representation learning, the community has been pursuing
for an effective method to improve the granularity of vi-
sual recognition, which we refer to the ability of recogniz-
ing rich visual contents. From the perspective of defining
a fine-grained visual recognition task, typical examples in-
clude collecting image data for more semantic classes (e.g.,
ImageNet [6] has more than 22K classes) and labeling finer
parts (e.g., ADE20K [43] labeled more than 600 classes of
parts and parts of parts). Despite the great efforts, these
high-quality datasets are still far from the goal of unlim-

ited granularity of visual recognition, in particular, recog-
nizing everything that humans can recognize [40]. In what
follows, we categorize existing recognition approaches into
two types and analyze their drawbacks assuming the goal

being unlimited granularity.
The first type is the classification-based tasks which re-

fer to the targets by assigning a class ID for each semantic
unit. The definition of semantic units determines the visual
recognition task, e.g., the unit is an image for image classi-
fication [6], a bounding box for object detection [9, 25, 33],
a masked region for image segmentation [3,9,25,43], a key-
point for human pose estimation [1, 25], etc. This mecha-
nism has a critical drawback, i.e., the conflict between gran-
ularity and certainty. As shown in Figure 1, the certainty
(also accuracy) of annotation is not guaranteed when either
semantic or spatial granularity goes finer. To alleviate the
conflict, we shall allow the granularity to vary across se-
mantic units, e.g., large objects are labeled with parts but
small objects are not. In this paper, we propose a frame-

work that annotations are made upon request.

The second type is the language-driven tasks which
leverage texts or other modalities to refer to specific visual
contents. Typical examples include visual question answer-
ing [2, 4, 11, 38], image captioning [14, 37], visual ground-
ing [15, 26, 28, 45], visual reasoning [42], etc. Recently,
with the availability of vision-language pre-trained models
that learn knowledge from image-text pairs (e.g., CLIP [31],
GLIP [22], etc.), this mechanism has shown promising abil-
ities for open-world recognition [16, 29, 41], especially in
using language as queries for visual recognition [7, 20, 44].
However, the ability of natural language of referring to de-
tailed visual contents (e.g., the parts of a specific person in
a complex scene with tens of persons) is very much lim-
ited, hence, it is unlikely that purely relying on language
can achieve unlimited granularity. In this paper, we use lan-

guage to define a hierarchical dictionary but establish the

benchmark mainly based on vision itself.

2.2. Key Insights towards Unlimited Granularity

Based on the above analysis, we have learned that unlim-
ited granularity is not yet achieved by existing paradigms.
We summarize two key insights towards the goal, based on
which we present our solution in the next section.
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First, we note that unlimited granularity includes the
scope of openness (i.e., the open-domain property) and is
more challenging. Leveraging data from other modalities
(e.g., natural language) is the most promising and conve-
nient way of introducing openness, so we use texts as labels
to define semantic concepts. This strategy makes it easier
to capture the relationship between concepts (e.g., different
kinds of vehicles such as car and bus are closely related)
and to learn compositional concepts (e.g., transferring the
visual features from the parts of car to the parts of bus).

Second and more importantly, we assume that the recog-
nition granularity is variable across instances and/or sce-
narios. This calls for a flexible recognition paradigm that
not always pursues for the finest granularity but performs
recognition only with proper requests (e.g., a person can be
annotated with parts if the resolution is sufficiently large),
yet the instance can be ignored if the resolution is very
small. In our proposal, the granularity is freely controlled

by decomposing the recognition task into requests.

3. Problem: Visual Recognition by Request
As shown in Figure 2, ViRReq offers a novel and unified

paradigm for both data annotation and visual recognition.
Throughout this paper, we parse existing datasets (CPP and
ADE20K) into the ViRReq setting and present a solid base-
line. We advocate that the community annotates and orga-
nizes visual data using this paradigm, so as to push visual
recognition towards unlimited granularity.

3.1. Notations and Task Definition
We consider the image segmentation task in this paper

because it mostly fits our goal towards unlimited granu-
larity. Conventional segmentation benchmarks often pro-
vide a pre-defined dictionary that contains all visual con-
cepts (i.e., classes). Given an image, X = {xw,h}W,H

w=1,h=1,
where xw,h indicates the pixel at the position (w, h) and
W,H are the image width and height, respectively, it is
required to predict a pixel-wise segmentation map, Z =

{zw,h}W,H

w=1,h=1, where zw,h represents the semantic and/or
instance labels of xw,h. As we have analyzed above, such
a definition can encounter difficulties when the scene be-
comes complex and the granularity becomes finer.

The core idea of ViRReq is to decompose the recogni-
tion task, X 7! Z, into a series of requests, denoted as
R = {rk}Kk=1

.
= {Qk,Ak}Kk=1, where Qk and Ak denote

the k-th request and answer, respectively. These requests
are performed sequentially, and some of them may depend
on the recognition results of earlier requests, e.g., the system
must first segment an instance before further partitioning it
into parts. The segmentation results are stored in a tree, de-
noted as T = {tl}Ll=0

.
= {Ml, cl, ⌧l,Ul}Ll=0, where each

node is a semantic region or an instance. For the l-th node,
Ml 2 {0, 1}W⇥H is the binary mask, cl 2 {1, 2, . . . , C}

is the class index in the knowledge base (see the next para-
graph), ⌧l 2 {0, 1} indicates whether the node corresponds
to an instance, and Ul ⇢ {l + 1, . . . , L} is the set of child
nodes of tl. If t1 is the parent node of t2, then t2 is rec-
ognized by answering a request on t1. In our definition, an
instance must be a child node of a semantic region. Note
that R and T are tightly related: each non-leaf node tl in T
corresponds to a request in R, say rk, and the answer Ak

corresponds to the set of all child nodes of tl.
Based on the above definition, a typical procedure of vi-

sual recognition is described as follows and illustrated in
Figure 2. Initially, nothing is annotated and T has only a
root node t0, in which M0 = 1W⇥H , c0 = 1 (indicating a
special class named scene), ⌧0 = 1 (i.e., this is an instance
of scene), and U0 = ?. Each request, rk, finds the corre-
sponding node, tl, performs the recognition task, translates
the answer into child nodes of tl, and adds them back to T .
There are two types of requests:

Type-I Whole-to-part semantic segmentation. Prereq-
uisite: tl must be an instance (i.e., ⌧l = 1). The
system fetches the class label, cl, and looks up
the dictionary for the set of its sub-classes in texts
(e.g., person has sub-classes (parts) of head,
torso, arm, and leg, etc.).

Type-II Instance segmentation. Prerequisite: tl must be
a semantic region (i.e., ⌧l = 0). Each time, a
probing pixel (named probe) (ak, bk) is provided
with the request, Ml(ak, bk) = 1, and the task is
to segment the instance that occupies this probe.

At the beginning, the entire image is regarded as a special
instance named scene, and the top-level semantic classes
(e.g., sky, building, person, etc.) are considered as its
parts. We use such definition to simplify the overall notation
system. Briefly, Type-I requests segment instances into se-
mantics, while Type-II requests find instances from seman-
tics. By executing them iteratively and alternately (i.e., the
path that yields one unit must be Type-I!Type-II!Type-
I!...), one can segment arbitrarily fine-grained units (i.e.,
towards unlimited granularity) from the input image.

To define the whole-part hierarchy for Type-I requests,
we establish a directed graph known as the knowledge base
– a toy example is shown in Figure 2. Each node of the
graph is an object/part concept, and it may have a few child
nodes that correspond to its named parts. In our formula-
tion, the class labels appear as texts rather than a fixed in-
teger ID – this is to ease the generalization towards open-
domain recognition: given a pre-trained text embedding
(e.g., CLIP [31]), some classes are recognizable by lan-
guage even if they never appear in the training set. The
root class is scene that corresponds to the entire picture.
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Figure 2. An illustration of the overall pipeline of ViRReq that is built upon a pre-defined knowledge base. Given an input image, ViRReq
starts with an empty field (i.e., nothing is annotated or recognized) and iteratively executes Type-I/II requests towards recognition results
of finer granularity. The sub-knowledge for Type-I requests is extracted from the knowledge base. The labeler can stop after any number
of steps, yet the model can learn from incomplete annotations without difficulties. To save space, we combine a few Type-II requests into
one step. We only display five steps here, while a typical annotation/recognition procedure often include much more steps (and requests).

3.2. Advantages over Existing Paradigms

ViRReq is different from existing visual recognition
paradigms, in particular, language-driven visual recognition
mentioned above. We decompose visual recognition into re-
quests, guided by the knowledge base, to pursue for the ul-
timate goal, i.e., visual recognition of unlimited granularity.
This brings the following two concrete advantages.

First, from a micro view, ViRReq allows us to learn com-
plex whole-part hierarchies from highly incomplete annota-
tions. As shown in Figure 2, the parsed requests do not de-
liver noisy supervision even though the training data (i) ig-
nores many instances for dense objects and/or (ii) annotates
fine-grained parts only for a small amount of objects. More
importantly, it alleviates the conflict between granularity
and certainty by only annotating the contents that labelers
are sure about. In other words, ViRReq boosts certainty by
sacrificing completeness for a single image, but the entire
dataset covers the knowledge base sufficiently well.

Second, from a macro view, ViRReq allows us to add
new concepts (objects and/or parts) easily. To do this, one
only needs to (i) insert a text-based node to the knowledge
base and (ii) annotate a few images that contains the con-
cept. Note that although the knowledge base augments with
time, this does not prevent us from using old training data,
because we can associate each training image to the knowl-
edge base that was used for annotating new concepts (which
we call data versioning). That said, the new concept can re-

main unlabeled in old images even it appears, as long as
the old images are associated to the old knowledge base
that does not contain the new concept. In Section 5.3, we
will show the benefits of data versioning in the incremental
learning experiments in ADE20K.

4. Query-Based Recognition: A Baseline
ViRReq calls for an algorithm that deals with requests

{rk}Kk=1 one by one, similar to the illustration in Figure 2.
Specifically, in each step, the input involves the image
X, the current recognition result Zk (prior to the k-th re-
quest), the request Qk, and the knowledge base. Processing
each request involves extracting visual features, construct-
ing queries, performing recognition and filtering, and up-
dating the current recognition results.
Visual features. We extract visual features from X using
a deep neural network (e.g., a conventional convolutional
neural network [13, 18] or vision transformer [8, 27]), ob-
taining a feature map F 2 RH

0⇥W
0⇥D, where H

0 ⇥W
0 is

usually a down-sampled scale of the original image.
Language-based queries. Each request is transferred
into a set of query embedding vectors E, for which a pre-
trained text encoder (e.g., CLIP [31]) and the knowledge
base are required. (1) For Type-I requests (i.e., whole-to-
part semantic segmentation), the target class (in text, e.g.,
person) is used to look up the knowledge base, and a total
of Pk child nodes are found (in text, e.g., head, arm, leg,
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torso). We feed them into the text encoder to obtain Pk

embedding vectors, E = [ek,1; . . . ; ek,Pk ]. (2) For Type-II
requests (i.e., instance segmentation), given a probing pixel,
a triplet {ak, bk, ck} is obtained, where (ak, bk) is the pixel
coordinates and ck is the target class that is determined by
the current recognition result. To construct the query, the
target class (in text) is directly fed into the text encoder to
obtain the semantic embedding vector ek, and the pixel co-
ordinates are fed into a positional encoder to obtain the po-
sitional embedding pk, where pk = (ak, bk) for simplicity
in our implementation. The query embedding is obtained by
combining them, E = (ek,pk). All text embedding vectors
are D-dimensional, i.e., same as the visual features.
Language-driven recognition. Visual features F are in-
teracted with the language-based queries E to perform seg-
mentation. (1) For Type-I requests, we directly compute the
inner-product between the visual feature vector fw,h 2 RD

of each pixel and the embedding vectors E, obtaining a Pk-
dimensional class score vector, uw,h = E> · fw,h. The
entry with the maximal response is the predicted class la-
bel. To allow open-set recognition, we augment uw,h with
an additional entry of 0, i.e., ûw,h = [uw,h; 0], where the
added entry stands for the others class – that said, if the re-
sponses of all Pk normal entries are smaller than 0, the cor-
responding position is considered an unseen (anomalous)
class – see such examples in Section 5.3. (2) For Type-II
requests, different from semantic segmentation, existing in-
stance segmentation methods usually generate massive pro-
posals (e.g., box proposals in Mask R-CNN [12], feature lo-
cations in CondInst [35]) and predict the class label, bound-
ing box, and binary mask for each proposal. To achieve in-
stance segmentation by request, we first select the spatially
related proposals by the positional embedding pk. Specifi-
cally, feature locations (in CondInst) near the probing pixel
at each feature pyramid level are selected for subsequent
prediction. Prediction with the highest categorical score,
obtained as similar as processing Type-I requests (inner-
product with text embedding), is chosen as the final result.
Top-down filtering. We combine the request rk and the
current recognition result Zk to constrain the segmentation
masks predicted above. That said, we follow the top-down
criterion to deal with the segmentation conflict of differ-
ent levels requests. For example, part segmentation results
should strictly inside the corresponding instance region.
Applying advanced mask fusion methods [21, 24, 30, 32]
may produce better results. The filtered masks are added
back to the current recognition results, which lays the foun-
dation of subsequent requests.
Implementation and training details. We implement the
method with two individual models, and use a pre-trained
and frozen CLIP [31] model to generate text embeddings.
(1) For Type-I requests, we adopt a prevailing Transformer-
based model, SegFormer [39] with its customized backbone
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Figure 3. An illustration of how Type-I requests are processed
for one pixel. Each slot indicates the predicted logit (normal-
ized inner-product) of one class. The selector is used to look up
the knowledge base for child nodes of current class (decided by
ground-truth and upper-level prediction during training and test-
ing, respectively). Only labeled classes are used for computing
loss and different losses are added together. In the testing stage,
dashed lines are activated and the ground-truth is not accessible.

MiT-B0/B5, to extract pixel-wise visual features. For ef-
ficient training, requests of all object and part classes are
processed in parallel. For each visual feature vector, we
compute the inner-product between it and all text embed-
dings. Then, the softmax with cross-entropy loss is com-
puted. Note that only the sub-classes that appear in the
knowledge base and are also labeled in the current instance
are considered – other classes are ignored because it is un-
clear if they appear but are not annotated. A pixel may have
multiple labels corresponding to different semantic levels,
and thus multiple loss terms may be computed, as shown in
Figure 3. This strategy is crucial for learning from highly
incomplete annotations (see Section 5.3). (2) For Type-II
requests, we adopt CondInst [35] where all positive feature
locations are viewed as probes and trained in parallel for
each image. Note that in ViRReq, the probes are allowed
to lie anywhere on the instance, so we modify CondInst to
sample positive training locations from the entire instance
mask, instead of the central region [36] of instance. This
training trick, named mask sampling, improves instance
segmentation accuracy in our setting. For further imple-
mentation details, please refer to Appendix A.

5. Experiments
5.1. Datasets and Metric

We investigate ViRReq on two segmentation datasets
with whole-part hierarchies. (1) The Cityscapes-Panoptic-
Parts (CPP) dataset [5] inherited the images and 19 ob-
ject classes from Cityscapes [3], and further annotated two
groups of part classes for vehicles and persons. As a re-
sult, there are 5 object classes having parts, with 9 non-
duplicate part classes in total. There is a high ratio of in-
stances annotated with parts, so it is relatively easy for the
conventional approaches to make use of this dataset. (2)
The ADE20K dataset [43] has a much larger number of
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Table 1. Individual segmentation accuracy on CPP. Left: Semantic
segmentation (Type-I) on Level-1 (i.e., scene-level, e.g., car) and
Level-2 (i.e., part-level, e.g., wheel) classes. Right: Instance seg-
mentation (Type-II) results on all instances under the non-probing
protocol. ? indicates that BPR [34] is used.

mIoU (%) Lv-1 Lv-2 AP (%) Inst.
SegFormer (B0) [39] 76.54 – CondInst [35] (R50) 36.6
w/ CLIP 77.35 – w/ CLIP 36.8
w/ CLIP & parts (ours) 77.39 75.42 w/ CLIP & mask samp. 37.8
SegFormer (B5) [39] 82.25 – CondInst [35] (R50)? 39.2
w/ CLIP 82.40 – w/ CLIP 39.6
w/ CLIP & parts (ours) 82.33 78.48 w/ CLIP & mask samp. 40.5

object and part classes. We follow the convention to use
the 150 most frequent scene classes for top-level semantic
segmentation, and 100 countable objects out of them are
used for instance segmentation. Besides, for finer-grained
whole-to-part segmentation, we select 82 part classes (non-
duplicate) belonging to 40 instance classes, and 29 part-
of-parts classes belonging to 17 upper-level part classes.
Please refer to Appendix C.1 for the details of data prepa-
ration. ADE20K has highly sparse and incomplete anno-
tations of parts (and parts of parts), raising difficulties for
training and evaluation – to the best of our knowledge, con-
ventional approaches have not yet quantitatively reported
part-based segmentation results on this dataset.

To measure the segmentation quality, we design a metric
named hierarchical panoptic quality (HPQ) which can mea-
sure the accuracy of a recognition tree of any depth. HPQ
is a recursive metric. For a leaf node, HPQ equals to mask
IoU, otherwise, we first compute the class-wise HPQ:

HPQ
c
(tl) =

P
tl02T Pc\Ul

HPQ(tl0)

|T Pc \ Ul|+ 1
2 |FPc \ Ul|+ 1

2 |FN c \ Ul|
,

(1)
where T Pc, FPc, and FN c denote the sets of true-
positives, false-positives, and false-negatives of the c-
th class, respectively. The true-positive criterion is
HPQ

c
(tl0) > 0.5. The HPQ values of all active classes

HPQ
c
(t0) are averaged into HPQ(t0) at the root node.

HPQ is related to prior metrics, e.g., it degenerates to the
original PQ [17] if there is no object-part hierarchy, and
gets similar to PartPQ [5] if the object-part relationship is
one-level (i.e., parts cannot have sub-parts) and parts are
only semantically labeled (i.e., no part instances) – this is
the case of the CPP dataset (see Appendix B.2). Yet, HPQ
is easily generalized to more complex hierarchies.

5.2. Results on CPP
Individual tests. In CPP, a dataset with relatively com-
plete part annotations, we evaluate Type-I and Type-II re-
quests individually. Results are shown in Table 1. For
Type-I requests (i.e., semantic segmentation), introducing

Table 2. PartPQ on all, NP (i.e., without parts), and P (i.e., with
parts) classes on CPP. ? indicates that instance segmentation is
improved by BPR [34]. We also show HPQ values of our method
but they cannot be compared against prior methods.

PartPQ (%) All NP P
UPSNet + DeepLabv3+ [5] 55.1 59.7 42.3
HRNet-OCR + PolyTransform + BSANet [5] 61.4 67.0 45.8
Panoptic-PartFormer (ResNet50) [23] 57.4 62.2 43.9
Panoptic-PartFormer (Swin-base) [23] 61.9 68.0 45.6
ViRReq: SegFormer (B0) + CondInst (R50) 57.1 61.6 44.2

evaluated using HPQ (%) 56.0 60.5 43.3

ViRReq: SegFormer (B5) + CondInst (R50)? 62.5 67.5 48.6
evaluated using HPQ (%) 61.6 66.6 47.4

text embedding as flexible classes improves the accuracy
slightly, and training together with part-level classes also
produces reasonable results. That said, language-based seg-
mentation models can handle non-part and part classes si-
multaneously. For Type-II requests (i.e., instance segmen-
tation), to fairly compete with other methods, we do not use
hand-crafted probes in the testing stage. Hence, we densely
sample probes on the semantic segmentation regions, each
of which generating a candidate instance, and filter the re-
sults using NMS (see Appendix A.3 for details). This is
called the non-probing-based setting, which will be used
throughout this section, and we also study a more flexi-
ble probing-based setting (requires user interaction) in Ap-
pendix A.4. As shown in Table 1, we achieve higher in-
stance segmentation accuracy. A useful training trick is
mask sampling, which makes the model insensitive to the
position of probes, as elaborated in Appendix A.4.
Comparison to recent approaches. We combine the best
practice into overall segmentation. Results are shown in
Table 2. We compute both the PartPQ and HPQ metrics
and use PartPQ to compare against previous approaches.
Note that computing PartPQ is only possible on two-level
datasets such as CPP. As shown, our method reports com-
petitive accuracy among recent works [5, 23]. In addition,
when we evaluate NP (without defined parts) and P (with
parts) classes separately, we find that ViRReq has clear ad-
vantages in the latter set, validating the benefit of step-wise
visual recognition, i.e., the model can recognizing objects
first and then parts. Note that this work is actually not opti-

mized for higher results on the fully-annotated CPP dataset,

the most important advantages are the abilities to learn

complex hierarchies from incomplete annotations and adapt

to new concepts easily, as investigated below.

Learning from incomplete annotations. We have dis-
cussed how ViRReq deals with incomplete annotations in
Section 3.2 and Section 4. Here, we study this mechanism
by performing two experiments on CPP. (1) We preserve
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Table 3. Segmentation accuracy of using different ratios of an-
notations. Left: Setting (1) in which all semantic/instance and a
portion of part annotations are preserved. Right: Setting (2) in
which both semantic and part annotations are preserved to the cor-
responding ratio. See the main texts for details.

Ratio mIoU (%) HPQ Ratio mIoU (%) HPQ
Lv-1 Lv-2 (%) Lv-1 Lv-2 (%)

100% 82.33 78.48 60.2 100% 82.33 78.48 60.2
50% 81.82 77.59 59.8 75% 81.49 77.81 59.3
30% 81.99 76.52 59.4 50% 79.01 76.23 56.9
15% 81.72 65.51 57.3 30% 73.53 69.72 51.7

all semantic and instance annotations but randomly choose
a certain portion of part annotations. (2) Beyond (1), we
further remove part of semantic annotations – note that this
requires associating each image with an individual knowl-
edge base. Please refer to Appendix B.3 for details. Results
are shown in Table 3. We find that ViRReq, without any
modification, adapts to both scenarios easily. This property
largely benefits our investigation on the ADE20K dataset,
where a considerable portion of part annotations is missing
and there is an eager call for few-shot incremental learning.

5.3. Results on ADE20K
Adapting conventional methods to ADE20K. We first
note that the annotations on ADE20K are highly incom-
plete, making it difficult for the conventional segmentation
methods to learn the complex, hierarchical concepts. We
conjecture it to be the main reason that no prior works have
ever reported quantitative results for part-aware segmenta-
tion on ADE20K. Conventional solutions usually adopt two
ways to handle unlabeled pixels, either ignoring all of them
or assigning them to an extra background class. We ar-
gue that the latter solution is prone to introducing erroneous
information because it cannot distinguish undefined parts
from unlabeled parts. For comparison, we establish a com-
petitor method (which we refer to as convention) in which
all three levels (i.e., objects, object parts, parts of parts) are
jointly trained in a multi-task manner, following the former
conventional solution to ignore all unlabeled pixels. Mean-
while, ViRReq is easily adapted to this scenario. We simply
inherit the best practice from the CPP experiments. The seg-
mentation models (SegFormer and CondInst) and training
epochs remain the same for fair comparison. That said, the
main difference between ViRReq and the competitor lies in
the way of organizing training data to ease learning multi-
level hierarchies from incomplete annotations.
Quantitative comparison. Results are shown in Table 4.
We report the HPQ values for different subsets of concepts.
Without complex adaptation, ViRReq surpasses the conven-
tion, showing the ability of ViRReq in learning from highly
incomplete annotations. We expect the improvement to be

Table 4. Comparison of HPQ on all, NP (i.e., without parts), and
P (i.e., with parts defined) classes on ADE20K. Both methods use
CondInst (R50) for instance segmentation. P† indicates that in-
stances without part annotations are ignored, so that the metric
focuses more on the quality of part-level segmentation.

HPQ (%) All NP P P†

Convention
SegFormer-B0

25.6 24.9 27.7 16.8
ViRReq 27.2 25.7 31.1 21.9

Convention
SegFormer-B5

31.8 31.8 32.0 18.9
ViRReq 33.9 32.8 36.9 27.1

larger when more and more parts or parts of parts are in-
troduced – in such scenarios, ViRReq enjoys the ability of
decomposing recognition into requests which gets rid of
the burden of distinguishing from a large number of part
classes. ViRReq offers a benchmark in this direction and
offers room of improvement for future research.
Qualitative comparison. We visualize some segmenta-
tion results of ViRReq in Figure 4 to show its ability of
recognizing complex whole-part hierarchies. Moreover, we
compare ViRReq to the competitor in learning from incom-
plete part annotations. As shown in Figure 5, ViRReq pro-
duces much cleaner segmentation results in which most un-
defined pixels are correctly recognized as others.
Few-shot incremental learning. We add 50 top-level ob-
jects and 19 parts to the original knowledge base built in
ADE20K. For each new concept, 20 instances are labeled,
yet the existing data may contain unlabeled instances of
these classes. We mix old and new data and fine-tune the
trained SegFormer-B5 for 1/4 of base training iterations.
We follow CLIP-Adapter [10] to integrate an additional bot-
tleneck layer for feature alignment, which is the only layer
that gets updated during the fine-tuning. More details on
data preparation and implementation are provided in Ap-
pendix C.5. We show qualitative results in Figure 6, where
ViRReq easily absorbs new classes into the knowledge base
meanwhile the base classes remain mostly unaffected. We
emphasize that the incremental learning ability comes from
(i) the query-based, language-driven recognition framework
and (ii) data versioning (see Section 3.2).
Open-domain recognition. We investigate two interest-
ing scenarios of open-domain recognition. The first one is
anomaly segmentation, i.e., finding unknown concepts in
an image, which is naturally supported in ViRReq due to
the existence of the others class in each sub-task. Object-
level and part-level examples are shown in Figures 5 and 6,
respectively. Note that ViRReq can easily convert unknown
classes to known classes via incremental learning. The sec-
ond one involves compositional segmentation, i.e., transfer-
ring part-level knowledge from one class (e.g., car) to oth-
ers (e.g., bus or van) without annotating new data but di-
rectly copying the sub-knowledge from the old class to new
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image
semantic seg.

(type-I)
instance seg.

(type-II)
part of objects

seg. (type-I & II)
part of parts
seg. (type-I)

part of objects
(annotation)

part of parts
(annotation)

person: {head, torso, left leg, right leg,
left arm, right arm, …}
car: {wheel, door, taillight, headlight,
mirror, windshield, window, …}
…

door: {handle, mirror, window, …}
wheel: {rim}
…

back: {rail, spindle, stile, …}
…

chair: {back, seat, leg, apron, …}
table: {top, leg, …}
lamp: {shade, column …}
…

car: {wheel, door, taillight, headlight,
mirror, window, …}

chair: {back, seat, leg, apron, …}

door: {handle, window, …}
wheel: {rim}

nothing annotatedincomplete annotations

incomplete annotations incomplete annotations

Figure 4. Visualization results of ViRReq on ADE20K. Black areas in prediction indicate the others (i.e., unknown) class. The corre-
sponding sub-knowledge is listed in the blank area for reference. Best viewed in color and by zooming in for details.

car: {wheel, door, taillight, headlight, mirror,
license plate, window, …}

ViRReqimage conventional annotation

head: {nose, mouth, ear, eye, hair}

car: {wheel, door, taillight, headlight, mirror,
license plate, window, …}

head: {nose, mouth, ear, eye, hair} nothing annotated

incomplete annotations

Figure 5. Qualitative comparison between ViRReq and conven-
tion. Note how convention over-estimate the boundary of parts.

classes. As shown in Figure 7, ViRReq learns these parts
on new classes without harming the old class or its parts.

6. Conclusions and Future Directions
In this paper, we present ViRReq, a novel setting that

pushes visual recognition towards unlimited granularity.
The core idea is to decompose the end-to-end recognition
task into requests, each of which performs a single step of
recognition, hence alleviating the conflict between granu-
larity and certainty. We offer a simple baseline that uses
language as class index, and achieves satisfying segmenta-
tion accuracy on two segmentation datasets with multiple
whole-part hierarchies. In particular, thanks to the ability of
learning from incomplete annotations, we report part-aware
segmentation accuracy (using HPQ, a newly defined metric
for ViRReq) on ADE20K for the first time.

From this preliminary work, we learn the lesson that
visual recognition has some important yet unsolved is-
sues (e.g., unlimited granularity). Language can assist the
definition (e.g., using text-based class indices for open-
domain recognition), but solving the essential difficulty re-
quires insights from vision itself. From another perspec-
tive, the baseline can be seen as pre-training a language-
assisted vision backbone and querying it using vision-
friendly prompts (i.e., Type-I/II requests). In the future, we
will continue with this paradigm to explore the possibility
of unifying various visual recognition tasks, for which two
promising directions emerge: (i) designing an automatic

add jacket
to scene

add snow
to scene

add bed, rail
to pool table

add fuselage,
wing

to airplane

image original incremental

pool table: {leg, side pocket, corner
pocket}

pool table: {leg, side pocket, corner
pocket, bed, rail}

airplane: {landing gear} airplane: {landing gear, fuselage, wing}

others

others

Figure 6. Qualitative results of few-shot incremental learning on
objects (top two rows), and object parts (bottom two rows). Prior
to incremental learning, these new concepts are recognized as oth-
ers (the black areas) which is as expected.

transferring 
part-level 

knowledge 
from car to bus

image semantic seg. compositional

bus

van
van

car

car

car & bus: {wheel, door, taillight,
headlight, mirror, license plate,
window, …}

car & van: {wheel, door, 
taillight, headlight, mirror,
license plate, window, …}transferring 

part-level 
knowledge 

from car to van

Figure 7. Visualization of compositional segmentation. Note that
the base class (car) and its parts are unaffected.

method for learning and updating the knowledge base from
training data, and (ii) closing the gap between upstream pre-
training and downstream fine-tuning with better prompts.
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