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Figure 1. Zero-shot unsupervised object detection and instance segmentation using our CutLER model, which is trained without
human supervision. We evaluate the model using the standard detection APbox

50 . CutLER gives a strong performance on a variety of
benchmarks spanning diverse image domains - video frames, paintings, clip arts, complex scenes, etc. Compared to the previous state-
of-the-art method, FreeSOLO [47] with a backbone of ResNet101, CutLER with a backbone of ResNet50 provides strong gains on all
benchmarks, increasing performance by more than 2× on 10 of the 11 benchmarks. We evaluate [47] with its official code and checkpoint.

Abstract

We propose Cut-and-LEaRn (CutLER), a simple ap-
proach for training unsupervised object detection and seg-
mentation models. We leverage the property of self-
supervised models to ‘discover’ objects without supervision
and amplify it to train a state-of-the-art localization model
without any human labels. CutLER first uses our proposed
MaskCut approach to generate coarse masks for multiple
objects in an image, and then learns a detector on these
masks using our robust loss function. We further improve
performance by self-training the model on its predictions.
Compared to prior work, CutLER is simpler, compatible
with different detection architectures, and detects multiple
objects. CutLER is also a zero-shot unsupervised detec-
tor and improves detection performance AP50 by over 2.7×
on 11 benchmarks across domains like video frames, paint-
ings, sketches, etc. With finetuning, CutLER serves as a low-
shot detector surpassing MoCo-v2 by 7.3% APbox and 6.6%
APmask on COCO when training with 5% labels.

1. Introduction

Object localization is a critical task in computer vision
that enables AI systems to perceive, reason, plan and act in

an object-centric manner. Training models for localization
require special annotations like object boxes, masks, local-
ized points, etc. which are both difficult and resource inten-
sive to collect. Without accounting for overhead, annotating
∼164K images in the COCO dataset [32] with masks for
just 80 classes took more than 28K human hours of annota-
tion time. In this work, we study unsupervised object detec-
tion and instance segmentation models that can be trained
without any human labels. Our key insight is that simple
probing and training mechanisms can amplify the innate lo-
calization ability of self-supervised models [7], leading to
state-of-the-art unsupervised zero-shot detectors.

Our method Cut-and-LEaRn (CutLER) consists of three
simple, architecture- and data-agnostic mechanisms. Con-
sistent with prior self-supervised learning methods [7–9,
26], CutLER is trained exclusively on unlabeled ImageNet
data without needing additional training data, but contrary
to these methods, CutLER can be directly employed to per-
form complex segmentation and detection tasks over a wide
range of domains. First, we propose MaskCut that can au-
tomatically produce multiple initial coarse masks for each
image, using the pretrained self-supervised features. Sec-
ond, we propose a simple loss dropping strategy to train
detectors using the coarse masks while being robust to ob-
jects missed by MaskCut. Finally, we observe that despite
learning from these coarse masks, the detectors ‘clean’ the
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ground truth and produce masks (and boxes) that are bet-
ter than the coarse masks used to train them. Therefore,
we further show that multiple rounds of self-training on the
models’ own predictions allow it to evolve from capturing
the similarity of local pixels to capturing the global geome-
try of the object, thus producing finer segmentation masks.

Prior work shows that a self-supervised vision trans-
former (ViT) [15] can automatically learn patch-wise fea-
tures that detect a single salient object in an image [7,38,43,
44,50]. However, unlike CutLER, such salient object detec-
tion methods only locate a single, usually the most promi-
nent, object and cannot be used for real world images con-
taining multiple objects. While some recent methods, e.g.,
FreeSOLO [47] and DETReg [3], also aim at unsupervised
multi-object detection (or multi-object discovery), they rely
on a particular detection architecture, e.g., SOLO-v2 [48]
or DDETR [5,54]. Additionally, apart from self-supervised
features trained on ImageNet [12], the current state-of-the-
art methods FreeSOLO and MaskDistill [42] also require
‘in-domain’ unlabeled data for model training.

In contrast, CutLER works with various detection archi-
tectures and can be trained solely on ImageNet, without
requiring in-domain unlabeled data. Thus, during model
training, CutLER does not see any images from any target
dataset and yields a zero-shot model capable of detecting
and segmenting multiple objects in diverse domains.
Features of CutLER. 1) Simplicity: CutLER is simple to
train and agnostic to the choice of detection and backbone
architectures. Thus, it can be integrated effortlessly into
existing object detection and instance segmentation works.
2) Zero-shot detector: CutLER trained solely on ImageNet
shows strong zero-shot performance on 11 different bench-
marks where it outperforms prior work trained with addi-
tional in-domain data. We double the APbox

50 performance
on 10 of these benchmarks, as shown in Fig. 1, and even
outperform supervised detectors on the UVO video instance
segmentation benchmark. 3) Robustness: CutLER exhibits
strong robustness against domain shifts when tested on im-
ages from different domains such as video frames, sketches,
paintings, clip arts, etc. 4) Pretraining for supervised de-
tection: CutLER can also serve as a pretrained model for
training fully supervised object detection and instance seg-
mentation models and improves performance on COCO, in-
cluding on few-shot object detection benchmarks.

2. Related Work
Self-supervised feature learning involves inferring the

patterns within the large-scale unlabeled data without us-
ing human-annotated labels. Contrastive learning based
[8,26,34,52] methods learn such representations that similar
samples or various augmentations of the same instance are
close to each other, while dissimilar instances are far apart.
Similarity-based self-supervised learning methods [10, 23]

DINO LOST TokenCut FreeSOLO Ours
detect multiple objects ✗ ✓ ✗ ✓ ✓

zero-shot detector ✓ ✗ ✓ ✗ ✓

compatible with various
detection architectures

- ✓ - ✗ ✓

pretrained model for
supervised detection

✓ ✗ ✗ ✓ ✓

Table 1. We compare previous methods on unsupervised object
detection, including DINO [7], LOST [38], TokenCut [50] and
FreeSOLO [47], with our CutLER in term of key properties. Our
CutLER is the only method with all these desired properties.

learn representations via minimizing the distance between
different augmentations of the same instance and use only
positive sample pairs. Clustering-based feature learning
[1,6,46,53,55] automatically discovers the natural grouping
of data in the latent representation space. Recently, [2, 25]
have shown that masked autoencoders [2, 13, 14, 25] are
scalable self-supervised learners for computer vision [25].

In contrast to these unsupervised representation learn-
ing efforts, our work aims to automatically discover natural
pixel groupings and locate instances within each image.

Unsupervised object detection and instance segmen-
tation. The main comparisons to previous works are listed
in Table 1 and are elaborated as follows:

DINO [7] observes that the underlying semantic segmen-
tation of images can emerge from the self-supervised Vision
Transformer (ViT) [15], which does not appear explicitly in
either supervised ViT or ConvNets [7, 56]. Based on this
observation, LOST [38] and TokenCut [50] leverage self-
supervised ViT features and propose to segment one single
salient object [11,38,50] from each image based on a graph
that is constructed with DINO’s patch features.

These previous works either can not detect more than
one object from each image, e.g., DINO and TokenCut, or
can not improve the quality of features for better transfer
to downstream detection and segmentation tasks, e.g., To-
kenCut and LOST. Unlike these works, CutLER can locate
multiple objects and serve as a pretrained model for label-
efficient and fully-supervised learning.

FreeSOLO [47] performs unsupervised instance seg-
mentation by extracting coarse object masks in an unsuper-
vised manner, followed by mask refinement through a self-
training procedure. While FreeSOLO’s FreeMask stage can
generate multiple coarse masks per image, the quality of
these masks is often rather low [47]. MaskDistill [42] dis-
tills class-agnostic initial masks from the affinity graph pro-
duced by a self-supervised DINO [7]. However, it utilizes
one single mask per image in the distillation stage, which
greatly limits the model’s ability to detect multiple objects.

By contrast, the initial masks generated by our Mask-
Cut are usually better in quality and quantity than the ini-
tial masks used by [42, 47]. Therefore, CutLER achieves
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Figure 2. Overview of CutLER. We propose a simple yet effec-
tive method to train an object detection and instance segmentation
model without using any supervision. We first propose MaskCut to
extract initial coarse masks from the features of a self-supervised
ViT. We then learn a detector using our loss dropping strategy that
is robust to objects missed by MaskCut. We further improve the
model using multiple rounds of self-training.

2×∼4× higher APbox and APmask than FreeSOLO [47] and
MaskDistill [42] on almost all experimented detection and
segmentation benchmarks, even when [42, 47] are trained
and tested on the same domain.

3. Method
We tackle the problem of unsupervised object detection

and segmentation with a simple cut-and-learn pipeline. Our
method builds upon insights from recent work [7,50], show-
ing that self-supervised representations can discover ob-
jects. While these methods often find a single object per
image, we propose a simple approach that can discover
multiple objects and significantly improves segmentation
and detection performance. The overview of our cut-and-
learn pipeline is illustrated in Fig. 2. First, we propose
MaskCut that generates multiple binary masks per image
using self-supervised features from DINO [7] (Sec. 3.2).
Second, we show a dynamic loss dropping strategy, called
DropLoss, that can learn a detector from MaskCut’s ini-
tial masks while encouraging the model to explore objects
missed by MaskCut (Sec. 3.3); Third, we further improve
the performance of our method through multiple rounds of
self-training (Sec. 3.4).

3.1. Preliminaries

Normalized Cuts (NCut) treats the image segmentation
problem as a graph partitioning task [37]. We construct a
fully connected undirected graph via representing each im-
age as a node. Each pair of nodes is connected by edges
with weights Wij that measure the similarity of the con-
nected nodes. NCut minimizes the cost of partitioning the
graph into two sub-graphs, i.e., a bipartition, by solving a
generalized eigenvalue system

(D −W )x = λDx (1)

for finding the eigenvector x that corresponds to the second
smallest eigenvalue λ, where D is a N×N diagonal matrix
with d(i) =

∑
j Wij and W is a N×N symmetrical matrix.

DINO and TokenCut. DINO [7] finds that the self-
supervised ViT can automatically learn a certain degree
of perceptual grouping of image patches. TokenCut [50]
leverages the DINO features for NCut and obtaining fore-
ground/background segments in an image. The authors use
the similarity of the patches in the DINO feature space as
the similarity weight Wij in NCut. Specifically, follow-
ing multiple recent methods [38, 42, 50], we use the cosine
similarity of ‘key’ features from the last attention layer of
DINO-pretrained model, i.e., Wij =

KiKj

∥Ki∥2∥Kj∥2
where Ki

is the ‘key’ feature of patch i, and solve Eq. (1) for finding
the second smallest eigenvector x.

A limitation of TokenCut is that it only computes a sin-
gle binary mask for an image and thus only finds one object
per image. Although we can use the other N−2 smallest
eigenvectors to locate more than one instance, this signifi-
cantly degrades the performance for multi-object discovery,
as demonstrated in Sec. 5.

3.2. MaskCut for Discovering Multiple Objects

As we discussed in Sec. 3.1, vanilla NCut is limited to
discovering a single object in an image. We propose Mask-
Cut that extends NCut to discover multiple objects per im-
age by iteratively applying NCut to a masked similarity ma-
trix (illustrated in Fig. 3). After getting the bipartition xt

from NCut at stage t, we get two disjoint groups of patches
and construct a binary mask M t, where

M t
ij =

{
1, if M t

ij ≥ mean(xt)

0, otherwise.
(2)

To determine which group corresponds to the foreground,
we make use of two criteria: 1) intuitively, the fore-
ground patches should be more prominent than background
patches [7, 43, 50]. Therefore, the foreground mask should
contain the patch corresponding to the maximum absolute
value in the second smallest eigenvector M t; 2) we in-
corporate a simple but empirically effective object-centric
prior [33]: the foreground set should contain less than two
of the four corners. We reverse the partitioning of the fore-
ground and background, i.e., M t

ij = 1−M t
ij , if the criteria

1 is not satisfied while the current foreground set contains
two corners or the criteria 2 is not satisfied. In practice, we
also set all Wij<τ ncut to 1e−5 and Wij≥τ ncut to 1.

To get a mask for the (t+1)th object, we update the node
similarity W t+1

ij via masking out these nodes corresponding
to the foreground in previous stages:

W t+1
ij =

(Ki

∏t
s=1 M̂

s
ij)(Kj

∏t
s=1 M̂

s
ij)

∥Ki∥2∥Kj∥2
(3)

where M̂s
ij = 1−Ms

ij . Using the updated W t+1
ij , we re-

peat Eqs. (1) and (2) to get a mask M t+1. We repeat this
process t times and set t=3 by default.
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Figure 3. MaskCut can discover multiple object masks in an image without supervision. We build upon [7, 50] and create a patch-wise
similarity matrix for the image using a self-supervised DINO [7] model’s features. We apply Normalized Cuts [37] to this matrix and
obtain a single foreground object mask of the image. We then mask out the affinity matrix values using the foreground mask and repeat the
process, which allows MaskCut to discover multiple object masks in a single image. In this pipeline illustration, we set n=3.

3.3. DropLoss for Exploring Image Regions

A standard detection loss penalizes predicted regions
ri that do not overlap with the ‘ground-truth’. Since
the ‘ground-truth’ masks given by MaskCut may miss in-
stances, the standard loss does not enable the detector to
discover new instances not labeled in the ‘ground-truth’.
Therefore, we propose to ignore the loss of predicted re-
gions ri that have a small overlap with the ‘ground-truth’.
More specifically, during training, we drop the loss for each
predicted region ri that has a maximum overlap of τ IoU with
any of the ‘ground-truth’ instances:

Ldrop(ri) = 1(IoUmax
i > τ IoU)Lvanilla(ri) (4)

where IoUmax
i denotes the maximum IoU with ‘ground-

truth’ for ri and Lvanilla refers to the vanilla loss function of
detectors. Ldrop does not penalize the model for detecting
objects missed in the ‘ground-truth’ and thus encourages
the exploration of different image regions. In practice, we
use a low threshold τ IoU = 0.01.

3.4. Multi-Round Self-Training

Empirically, we find that despite learning from the coarse
masks obtained by MaskCut, detection models ‘clean’ the
ground truth and produce masks (and boxes) that are better
than the initial coarse masks used for training. The detectors
refine mask quality, and our DropLoss strategy encourages
them to discover new object masks. Thus, we leverage this
property and use multiple rounds of self-training to improve
the detector’s performance.

We use the predicted masks and proposals with a confi-
dence score over 0.75−0.5t from the tth-round as the addi-
tional pseudo annotations for the (t + 1)th-round of self-
training. To de-duplicate the predictions and the ground
truth from round t, we filter out ground-truth masks with
an IoU > 0.5 with the predicted masks. We found that
three rounds of self-training are sufficient to obtain good
performance. Each round steadily increases the number of
‘ground-truth’ samples used to train the model.

3.5. Implementation Details

Training data. We only use the images from the Ima-
geNet [12] dataset (1.3 million images) for all parts of the
CutLER model and do not use any type of annotations either
for training or any supervised pretrained models.
MaskCut. We use MaskCut with three stages on images
resized to 480×480 pixels and compute a patch-wise affin-
ity matrix using the ViT-B/8 [15] DINO [7] model. We use
Conditional Random Field (CRF) [30] to post-process the
masks and compute their bounding boxes.
Detector. While CutLER is agnostic to the underlying
detector, we use popular Mask R-CNN [27] and Cascade
Mask R-CNN [4] for all experiments, and use Cascade
Mask R-CNN by default, unless otherwise noted. We train
the detector on ImageNet with initial masks and bounding
boxes for 160K iterations with a batch size of 16. When
training the detectors with a ResNet-50 backbone [28], we
initialize the model with the weights of a self-supervised
pretrained DINO [7] model. We explored other pre-trained
models, including MoCo-v2 [9], SwAV [6], and CLD [46],
and found that they gave similar detection performance. We
also leverage the copy-paste augmentation [16, 19] during
the model training process. Rather than using the vanilla
copy-paste augmentation, to improve the model’s ability to
segment small objects, we randomly downsample the mask
with a scalar uniformly sampled between 0.3 and 1.0. We
then optimize the detector for 160K iterations using SGD
with a learning rate of 0.005, which is decreased by 5 after
80K iterations, and a batch size of 16. We apply a weight
decay of 5×10−5 and a momentum of 0.9.
Self-training. We initialize the detection model in each
stage using the weights from the previous stage. We op-
timize the detector using SGD with a learning rate of 0.01
for 80K iterations. Since the self-training stage can provide
a sufficient number of pseudo-masks for model training, we
don’t use the DropLoss during the self-training stages.

We provide more details on model implementation and
training in Appendix A.1.
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Datasets → Avg. COCO COCO20K VOC LVIS UVO Clipart Comic Watercolor KITTI Objects365 OpenImages
Metrics → AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR AP50 AR
Prev. SOTA [47] 9.0 13.4 9.6 12.6 9.7 12.6 15.9 21.3 3.8 6.4 10.0 14.2 7.9 15.1 9.9 16.3 6.7 16.2 7.7 7.1 8.1 10.2 9.9 14.9
CutLER 24.3 35.5 21.9 32.7 22.4 33.1 36.9 44.3 8.4 21.8 31.7 42.8 21.1 41.3 30.4 38.6 37.5 44.6 18.4 27.5 21.6 34.2 17.3 29.6
vs. prev. SOTA +15.3 +22.1 +12.3 +20.1 +12.7 +20.5 +21.0 +23.0 +4.6 +15.4 +21.7 +28.6 +13.2 +26.2 +20.5 +22.3 +30.8 +28.4 +10.7 +20.4 +13.5 +24.0 +7.4 +14.7

Table 2. State-of-the-art zero-shot unsupervised object detection performance on 11 different datasets spanning a variety of domains.
We report class-agnostic multi-object detection performance and the averaged results for 11 datasets using APbox

50 and ARbox
100. Our CutLER

is trained in an unsupervised manner solely on ImageNet. While the previous SOTA method [47] is typically fine-tuned on extra data, e.g.,
∼241k unlabeled COCO images, CutLER significantly outperforms it. Results of [47] are produced with official code and checkpoint.

4. Experiments
We evaluate CutLER on various detection and segmen-

tation benchmarks. In Sec. 4.1, we show that CutLER can
discover objects without any supervision on completely un-
seen images. Despite being evaluated in a zero-shot manner
on eleven benchmarks, CutLER outperforms prior methods
that use in-domain training data. Sec. 4.2 shows that fine-
tuning CutLER further improves detection performance,
outperforming prior work like MoCo-V2 and FreeSOLO.

4.1. Unsupervised Zero-shot Evaluations

We conduct extensive experiments on eleven different
datasets, covering various object categories, image styles,
video frames, resolutions, camera angles, etc. to verify the
effectiveness of CutLER as a universal unsupervised object
detection and segmentation method. We describe the differ-
ent datasets used for zero-shot evaluation in detail in Ap-
pendix A.2. CutLER is trained solely using images from
ImageNet and evaluated in a zero-shot manner on all down-
stream datasets without finetuning on any labels or data.
Evaluating unsupervised object detectors poses two
unique challenges. First, since the model is trained with-
out any notion of semantic classes, it cannot be evaluated
using the class-aware detection setup. Thus, like prior
work [3, 38, 48] we use the class-agnostic detection evalua-
tion. Second, object detection datasets often only annotate
a subset of the objects in the images. For example, while
COCO and LVIS use the same images, COCO only labels
80 object classes, and LVIS labels 1203 object classes. In
this partially labeled setup, Average Recall (AR) is a valu-
able metric for unsupervised detection as it does not penal-
ize the models for detecting novel objects unlabeled in the
dataset. Thus, we additionally report AR for all datasets.
Zero-shot detection on 11 benchmarks. We evaluate Cut-
LER on a variety of datasets and report the detection perfor-
mance using APbox

50 and ARbox
100 metrics in Fig. 1 and Table 2.

CutLER uses a smaller model size and less training data
than prior work. Compared to the previous SOTA approach,
FreeSOLO [47] with a backbone of ResNet101, CutLER,
with the smaller ResNet50 backbone, significantly outper-
forms it in each of these benchmarks spanning various im-
age distributions, more than doubling performance on 10 of
them. Also note that, FreeSOLO requires FreeMask pre-
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Figure 4. Compared to the previous state-of-the-art [47], our
CutLER can better discriminate instances (e.g. person and skis in
col. 1), discover more objects (e.g. apple and raisins in col. 2),
and produce higher quality segmentation masks even for small ob-
jects (e.g. kite in col. 3); compared to human annotations, CutLER
can locate novel instances that are overlooked by human annota-
tors, such as the streetlight and clock tower in col. 4. Qualitative
comparisons between previous SOTA methods (row 1) and our
CutLER (row 2) on COCO, as well as ground truth annotations by
human annotators (row 3), are visualized.

training using approximately 1.3M ImageNet images and
model fine-tuning using additional data in test benchmarks.

We observe that on different domains, e.g. watercolor or
frames from videos (UVO dataset), CutLER improves per-
formance by over 4× and 2×, respectively. Fig. 1 shows
some qualitative examples of CutLER’s predictions.
Detailed comparisons on COCO20K and COCO. Table 3
presents detailed detection and segmentation evaluations
(also referred to as ‘multi-object’ discovery) on two pop-
ular benchmarks: COCO val2017 [32] and COCO 20K,
which contains a subset of 20K images of COCO [38, 47].
CutLER consistently surpasses prior works by a large mar-
gin (often gets 2∼3× higher AP) on both the segmentation
and detection tasks. Although CutLER is not trained on any
images from COCO, it surpasses existing methods trained
on COCO by more than 10% in terms of APmask

50 and APbox
50 .

Fig. 4 shows the qualitative comparisons between [47]
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Methods Pretrain Detector Init.
COCO 20K COCO val2017

APbox
50 APbox

75 APbox APmask
50 APmask

75 APmask APbox
50 APbox

75 APbox APmask
50 APmask

75 APmask

non zero-shot methods
LOST [38] IN+COCO FRCNN DINO - - - 2.4 1.0 1.1 - - - - - -
MaskDistill [42] IN+COCO MRCNN MoCo - - - 6.8 2.1 2.9 - - - - - -
FreeSOLO∗ [47] IN+COCO SOLOv2 DenseCL 9.7 3.2 4.1 9.7 3.4 4.3 9.6 3.1 4.2 9.4 3.3 4.3
zero-shot methods
DETReg [3] IN DDETR SwAV - - - - - - 3.1 0.6 1.0 8.8 1.9 3.3
DINO [7] IN - DINO 1.7 0.1 0.3 - - - - - - - - -
TokenCut [50] IN - DINO - - - - - - 5.8 2.8 3.0 4.8 1.9 2.4
CutLER (ours) IN MRCNN DINO 21.8 11.1 10.1 18.6 9.0 8.0 21.3 11.1 10.2 18.0 8.9 7.9
CutLER (ours) IN Cascade DINO 22.4 12.5 11.9 19.6 10.0 9.2 21.9 11.8 12.3 18.9 9.7 9.2
vs. prev. SOTA +12.7 +9.3 +7.8 +9.9 +6.6 +4.9 +12.3 +8.7 +8.1 +9.5 +6.4 +4.9

Table 3. Unsupervised object detection and instance segmentation on COCO 20K and COCO val2017. We report the detection and
segmentation metrics and note the pretraining data (Pretrain), detectors, and backbone initialization (Init.). Methods in the top half of the
table train on extra unlabeled images from the downstream datasets, while zero-shot methods in the bottom half only train on ImageNet.
Despite using an older detector, CutLER outperforms all prior works on all evaluation metrics. ∗: results obtained with the official code and
checkpoint. IN, Cascade, MRCNN, and FRCNN denote ImageNet, Cascade Mask R-CNN, Mask R-CNN, and Faster R-CNN, respectively.

Methods AP50 AP75 AP APS APM APL

rOSD [43] 13.1 - 4.3 - - -
LOD [44] 13.9 - 4.5 - - -
LOST [38] 19.8 - 6.7 - - -
FreeSOLO∗ [47] 15.9 3.6 5.9 0.0 2.0 9.3
CutLER (ours) 36.9 19.2 20.2 1.3 6.5 32.2
vs. prev. SOTA +17.1 +15.6 +13.5 +1.3 +4.5 +22.9

Table 4. Zero-shot unsupervised object detection on VOC. ∗: re-
produced results with official code and checkpoint.

and our CutLER on COCO val2017, along with human
annotations. Surprisingly, CutLER can often detect novel
instances that human annotators miss. We present de-
tailed comparisons on COCO 20K, COCO val2017 and
LVIS [24] benchmarks in Appendix A.3.
Detailed comparisons on UVO and VOC. For a com-
prehensive comparison with existing unsupervised multi-
object detection methods, we report the results for UVO
val [45] and VOC trainval07 [17]. Table 4 shows that
CutLER yields significant performance gains over previous
SOTA, obtaining over 3× higher AP, with the most consid-
erable improvement coming from APL. On UVO, Table 5
shows that CutLER more than quadruples the AP of previ-
ous SOTA and almost triples the APbox

50 . Our APmask
50 is even

4.8% higher than the fully-supervised SOLOv2 [48] trained
on LVIS with 100% annotations, significantly narrowing the
gap between supervised and unsupervised learning.

4.2. Label-Efficient and Fully-Supervised Learning

We now evaluate CutLER as a pretraining method for
training object detection and instance segmentation mod-
els. While CutLER can discover objects without any su-
pervision, finetuning it on a target dataset aligns the model
output to the same set of objects labeled in the dataset.

Methods APbox
50 APbox

75 APbox APmask
50 APmask

75 APmask

fully-supervised methods:
SOLO-v2 (w/ COCO) [48] - - - 38.0 20.9 21.4
Mask R-CNN (w/ COCO) [27] - - - 31.0 14.2 15.9
SOLO-v2 (w/ LVIS) [48] - - - 14.8 5.9 7.1
unsupervised methods:
FreeSOLO∗ [47] 10.0 1.8 3.2 9.5 2.0 3.3
CutLER (ours) 31.7 14.1 16.1 22.8 8.0 10.1
vs. prev. SOTA +21.7+12.3+12.9 +13.3 +6.0 +6.8

Table 5. Zero-shot unsupervised object detection and instance
segmentation on the UVO val video benchmark. CutLER out-
performs prior unsupervised methods and achieves better perfor-
mance than the supervised SOLO-v2 model trained on the LVIS
dataset. ∗: reproduced results with official code and checkpoint.

Setup. We use CutLER to initialize a standard Cascade
Mask R-CNN [4] detector with a ResNet50 [28]. Prior work
uses more advanced detectors, SOLOv2 [48] used in [47]
and DDETR [54] used in [3], that perform better. However,
we choose Cascade Mask R-CNN for its simplicity and
show in Sec. 5 that CutLER’s performance improves with
stronger detectors. We train the detector on the COCO [32]
dataset using the bounding box and instance mask labels.
To evaluate label efficiency, we subsample the training set to
create subsets with varying proportions of labeled images.
We train the detector, initialized with CutLER, on each of
these subsets. As a baseline, we follow the settings from
MoCo-v2 [9] and train the same detection architecture ini-
tialized with a MoCo-v2 ResNet50 model, given its strong
performance on object detection tasks. Both MoCo-v2 and
our models are trained for the 1× schedule using Detec-
tron2 [51], except for extremely low-shot settings with 1%
or 2% labels. Following previous works [47], when train-
ing with 1% or 2% labels, we train both MoCo-v2 and our
model for 3,600 iterations with a batch size of 16.
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Figure 5. Finetuning CutLER for low-shot and fully super-
vised detection and instance segmentation. We fine-tune a Cas-
cade Mask R-CNN model initialized with CutLER or MoCo-v2 on
varying amounts of labeled data on the COCO dataset. CutLER
consistently outperforms the MoCo-v2 baseline: in the low-shot
setting with 1% labels and the fully supervised setting using 100%
labels. CutLER also outperforms FreeSOLO [47] and DETReg [3]
on this benchmark despite using an older detection architecture.
Results with Mask R-CNN are in the appendix.

Methods
UVO COCO

APmask
50 APmask APmask

50 APmask

TokenCut [50] - - 4.9 2.0
Base 14.6 5.4 13.5 5.7
+ MaskCut 19.3 8.1 15.8 7.7
+ DropLoss 20.9 9.0 16.6 8.2
+ copy-paste [16, 19] 21.5 9.9 17.7 8.8
+ self-train (CutLER) 22.8 10.1 18.9 9.7

Table 6. Ablation study on the contribution of each component.
Results reported on COCO and video segmentation dataset UVO.

Results. Fig. 5 shows the results of fine-tuning the detec-
tor on different subsets of COCO. When tested with low-
shot settings, e.g., 2% and 5% labeled data, our approach
achieves 5.4% and 7.3% higher APbox than the MoCo-v2
baseline, respectively. When training with full annota-
tions, CutLER still consistently gives more than 2% im-
provements. More impressively, CutLER outperforms prior
SOTA methods - FreeSOLO [47] and DETReg [3] despite
using an older detection architecture.

5. Ablations
We analyze the design decisions in CutLER. We use sim-

ilar settings to Sec. 4 and train CutLER only on ImageNet.
We use the Cascade Mask R-CNN detection architecture
and evaluate our model primarily on the COCO and UVO
unsupervised detection benchmarks. All ablation studies
are conducted without self-training unless otherwise noted.

Importance of each component. Table 6 analyzes the
main components of CutLER and report their relative con-
tribution. We report results on the COCO [32] dataset and

Methods APbox
50 APbox ARbox

100 APmask
50 APmask ARmask

100

TokenCut (1 eigenvec.) 5.2 2.6 5.0 4.9 2.0 4.4
TokenCut (3 eigenvec.) 4.7 1.7 8.1 3.6 1.2 6.9
MaskCut (t = 3) 6.0 2.9 8.1 4.9 2.2 6.9
CutLER 21.9 12.3 32.7 18.9 9.7 27.1

Table 7. CutLER achieves much higher results even when com-
pared to a modified TokenCut that can produce more than one
mask per image. Compared to TokenCut, MaskCut gets a higher
recall without reducing precision. We report results on COCO.

a densely annotated video instance segmentation dataset
UVO [45]. We also report the performance of running To-
kenCut [50] on the COCO dataset. Next, we use TokenCut
to generate masks on ImageNet and use them for training
a Cascade Mask R-CNN. This base model provides sub-
stantial gains over just using TokenCut on COCO. We add
each of our proposed components to this strong base model.
Using MaskCut increases APmask

50 and APmask by 4.7% and
2.7%, respectively. Also, the improvements to APmask

50 is
larger for densely annotated dataset UVO, i.e. 4.7% vs.
2.7%. These results prove that MaskCut’s ability to seg-
ment multiple instances per image is vital for densely an-
notated datasets. DropLoss brings another 1.6% and 0.9%
improvements to APmask

50 for UVO and COCO, respectively.
Multi-round of self-training increases the quantity and qual-
ity of pseudo-masks, leading to 1.3% improvements.

Comparison with TokenCut. TokenCut [50] is also a
zero-shot segmentation method. However, it only segments
a single instance per image (Sec. 3.1). To obtain more than
one segmentation mask per image, we use a modified To-
kenCut by using more of the smaller eigenvectors and com-
bining all produced masks. Table 7 shows the object de-
tection performance on COCO’s validation set for vanilla
TokenCut, our modified TokenCut and CutLER. Although
using more eigenvectors increases the recall ARbox

10 , it sig-
nificantly reduces the precision APbox. CutLER not only
improves the average recall ARbox

100 by 4× but also surpasses
TokenCut’s average precision APbox by 4.8×.

Design choices in MaskCut and DropLoss and their im-
pact on the final localization performance is presented in Ta-
ble 8. We first study the effect of the image size used by
MaskCut for generating the initial masks. As expected, Ta-
ble 8a shows that MaskCut benefits from using higher reso-
lution images presumably as it provides a higher resolution
similarity between pixels. We pick a resolution of 480px
for a better trade-off between the speed of MaskCut and
its performance. In Table 8b, we study the effect of the
threshold used in MaskCut for producing a binary W ma-
trix (Sec. 3.2). Overall, CutLER seems to be robust to the
threshold values. We understand the impact of the num-
ber of masks per image generated by MaskCut in Table 8c.
Increasing the number improves the performance of the re-
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Size → 240 360 480 640

APmask
50 15.1 16.6 17.7 17.9

(a) Image size.

τ ncut → 0 0.1 0.15 0.2 0.3

APmask
50 17.1 17.5 17.7 17.6 17.5

(b) τ ncut for MaskCut.

N → 2 3 4

APmask
50 16.9 17.7 17.7

(c) # masks per image.

τ IoU → 0 0.01 0.1 0.2

APmask
50 17.4 17.7 14.4 12.7

(d) τ IoU for DropLoss.
Table 8. Ablations for MaskCut and DropLoss used for training CutLER. We report CutLER’s detection and instance segmentation
performance on COCO val2017, without adding the self-training stage. (a) We vary the size of the image used for MaskCut. (b) We
vary the threshold τ ncut in MaskCut, which controls the sparsity of the affinity matrix used for Normalized Cuts. (c) We vary the number of
masks extracted using MaskCut and train different CutLER models. (d) We vary τ IoU in DropLoss, i.e., the maximum overlap between the
predicted regions and the ground truth beyond which the loss for the predicted regions is ignored. Default settings are highlighted in gray.

UVO COCO
APmask

50 APmask APmask
75 APmask

50 APmask APmask
75

1 round 20.6 9.0 7.0 17.7 8.8 8.0
2 rounds 22.2 9.6 7.5 18.5 9.5 8.8
3 rounds 22.8 10.1 8.0 18.9 9.7 9.2
4 rounds 22.8 10.4 8.6 18.9 9.9 9.4

Table 9. Number of self-training rounds used in CutLER. We
find that 3 rounds of self-training are sufficient. Self-training pro-
vides larger gains for the densely labeled UVO dataset.

ro
un

d 
1

ro
un

d 
2

ro
un

d 
3

2.58 M

2.77 M

3.03 M

# of masks

Figure 6. Multiple rounds of self-training can improve the pseudo-
masks in terms of quality and quantity. We show qualitative visu-
alizations and number of pseudo-masks for all three rounds.

Mask R-CNN Cascade Mask R-CNN ViTDet
APbox

50 / APbox 20.3 / 10.6 20.8 / 11.5 21.5 / 11.8
APmask

50 / APmask 17.2 / 8.5 17.7 / 8.8 18.0 / 9.0

Table 10. CutLER with different detection architectures. We
report results on COCO and observe that CutLER is agnostic to the
detection architecture and improves performance using stronger
detection architectures such as ViTDet with a backbone of ViT-B.

sulting CutLER models. This shows that MaskCut gener-
ates high-quality masks that directly impact the overall per-
formance. Finally, in Table 8d, we vary the IOU threshold
used for DropLoss. With a high threshold, we ignore the
loss for a higher number of predicted regions while encour-
aging the model to explore. 0.01 works best for the trade-off
between exploration and detection performance.

Self-training and its impact on the final performance is an-
alyzed in Table 9. Self-training consistently improves per-
formance across the UVO and COCO benchmarks and all
metrics. UVO, which has dense object annotations, benefits
more from multi-round of self-training. By default, Cut-
LER uses 3 rounds of self-training. Fig. 6 shows qualitative
examples of how self-training improves both the quality of
predictions and the number of objects predicted.

Pre-train CutLER APbox
50 APbox

75 APbox APmask
50 APmask

75 APmask

IN1K IN1K 20.8 10.8 11.5 17.7 8.0 8.8
YFCC1M YFCC1M 19.4 10.4 10.9 16.3 7.4 8.1
IN1K YFCC1M 14.9 7.6 8.2 12.1 5.4 5.9
YFCC1M IN1K 14.8 7.2 8.0 11.8 5.2 5.8

Table 11. Impact of datasets used to pre-train DINO and train
CutLER. CutLER’s detection performance is similar when pre-
training both DINO and CutLER with the same dataset: the object-
centric ImageNet dataset or the non-object-centric YFCC dataset.

Generalization to different detection architectures. We
use different detector architectures for training CutLER and
measure their performance in Table 10. We observe that
CutLER works with various architectures, and its perfor-
mance is improved with stronger architectures.

Impact of the pretraining dataset. We now study the im-
pact of the dataset used for 1) pretraining the self-supervised
DINO model and 2) training the CutLER model. The com-
monly used ImageNet dataset has a well-known object-
centric bias [12] which may affect the unsupervised detec-
tion performance. Thus, we also use YFCC [40], a non-
object-centric dataset. We control for the number of images
in both ImageNet and YFCC for a fair comparison and use
them for training DINO and CutLER. As Table 11 shows,
CutLER’s performance on COCO is robust to the choice of
object-centric or non-object-centric datasets as long as the
same dataset is used to train DINO and CutLER. This shows
the generalization of CutLER to different data distributions.
However, training DINO and CutLER with different data
lead to worse performance suggesting the importance of us-
ing the same image distribution for learning both models.

6. Summary
Object localization is a fundamental task in computer vi-

sion. In this paper, we have shown that a simple yet effec-
tive cut-and-learn approach can achieve extraordinary per-
formance on challenging object detection and instance seg-
mentation tasks without needing to train with human an-
notations. As a zero-shot unsupervised detector, CutLER,
trained solely on ImageNet, outperforms the detection per-
formance of previous works by over 2.7× on 11 bench-
marks across various domains.
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