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Abstract

Benefiting from masked visual modeling, self-supervised
video representation learning has achieved remarkable
progress. However, existing methods focus on learning rep-
resentations from scratch through reconstructing low-level
features like raw pixel values. In this paper, we propose
masked video distillation (MVD), a simple yet effective two-
stage masked feature modeling framework for video repre-
sentation learning: firstly we pretrain an image (or video)
model by recovering low-level features of masked patches,
then we use the resulting features as targets for masked fea-
ture modeling. For the choice of teacher models, we ob-
serve that students taught by video teachers perform bet-
ter on temporally-heavy video tasks, while image teachers
transfer stronger spatial representations for spatially-heavy
video tasks. Visualization analysis also indicates different
teachers produce different learned patterns for students. To
leverage the advantage of different teachers, we design a
spatial-temporal co-teaching method for MVD. Specifically,
we distill student models from both video teachers and im-
age teachers by masked feature modeling. Extensive ex-
perimental results demonstrate that video transformers pre-
trained with spatial-temporal co-teaching outperform mod-
els distilled with a single teacher on a multitude of video
datasets. Our MVD with vanilla ViT achieves state-of-the-
art performance compared with previous methods on sev-
eral challenging video downstream tasks. For example, with
the ViT-Large model, our MVD achieves 86.4% and 76.7%
Top-1 accuracy on Kinetics-400 and Something-Something-
v2, outperforming VideoMAE by 1.2% and 2.4% respec-
tively. When a larger ViT-Huge model is adopted, MVD
achieves the state-of-the-art performance with 77.3% Top-1
accuracy on Something-Something-v2. Code will be avail-
able at https://github.com/ruiwang2021/mvd.
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Figure 1. Comparisons of MVD with previous supervised or
self-supervised methods on Something-Something v2. Each
line represents the corresponding model of different sizes.

1. Introduction

For self-supervised visual representation learning, recent
masked image modeling (MIM) methods like MAE [31]
and BEiT [2] achieve promising results with vision trans-
formers [17] on various vision downstream tasks. Such a
pretraining paradigm has also been adapted to the video
domain and boosts video transformers by clear margins
compared with supervised pretraining on several video
downstream tasks. Representative masked video modeling
(MVM) works include BEVT [63], VideoMAE [57] and
ST-MAE [21].

Following MAE [31] and BEiT [2], existing masked
video modeling methods [21, 57, 63] pretrain video trans-
formers through reconstructing low-level features, e.g., raw
pixel values or low-level VQVAE tokens. However, us-
ing low-level features as reconstruction targets often incur
much noise. And due to the high redundancy in video data,
it is easy for masked video modeling to learn shortcuts, thus
resulting in limited transfer performance on downstream
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tasks. To alleviate this issue, masked video modeling [57]
often uses larger masking ratios.

In this paper, we observe that much better performance
on video downstream tasks can be achieved by conducting
masked feature prediction by using the high-level features
of pretrained MIM and MVM models as masked predic-
tion targets. This can be viewed as two-stage masked video
modeling, where MIM pretrained image models (i.e., an
image teacher) or MVM pretrained video models (i.e., an
video teacher) are obtained in the first stage, and they fur-
ther act as teachers in the second stage for the student model
via providing the high-level feature targets. Therefore, we
call this method Masked Video Distillation (MVD).

More interestingly, we find that student models distilled
with different teachers in MVD exhibit different proper-
ties on different video downstream tasks. Specifically, stu-
dents distilled from the image teacher perform better on
video tasks that mainly rely on spatial clues, while students
distilled from the video teacher model perform better on
the video downstream tasks where temporal dynamics are
more necessary. We think during the pretraining process
of masked video modeling in the first stage, video teach-
ers have learned spatial-temporal context in their high-level
features. Therefore, when employing such high-level repre-
sentations as prediction targets of masked feature modeling,
it will help encouraging the student model to learn stronger
temporal dynamics. By analogy, image teachers provide
high-level features as targets that include more spatial in-
formation, which can help the student model learn more
spatially meaningful representations. We further analyze
the feature targets provided by image teachers and video
teachers, and calculate the cross-frame feature similarity. It
shows that the features provided by the video teachers con-
tain more temporal dynamics.

Motivated by the above observation, to leverage the ad-
vantages of video teachers and image teachers, we propose
a simple yet effective spatial-temporal co-teaching strategy
for MVD. In detail, the student model is designed to re-
construct the features coming from both the image teacher
and video teacher with two different decoders, so as to
learn stronger spatial representation and temporal dynam-
ics at the same time. Experiments demonstrate that MVD
with co-teaching from both the image teacher and the video
teacher significantly outperforms MVD only using one sin-
gle teacher on several challenging downstream tasks.

Despite the simplicity, our MVD is super effective and
achieves very strong performance on multiple standard
video recognition benchmarks. For example, on Kinectics-
400 and Something-Something-v2 datasets, compared to
the baseline without distillation, MVD with 400 epochs us-
ing a teacher model of the same size achieves 1.2%, 2.8%
Top-1 accuracy gain on ViT-B. If a larger teacher model
ViT-L is used, more significant performance gains (i.e.,

1.9%, 4.0%) can be obtained. When ViT-Large is the target
student model, our method can achieves 86.4% and 76.7%
Top-1 accuracy on these two datasets, surpassing existing
state-of-the-art method VideoMAE [57] by 1.2% and 2.4%
respectively. When a larger ViT-Huge model is adopted,
MVD achieves the state-of-the-art performance with 77.3%
Top-1 accuracy on Something-Something-v2.

Our contributions can be summarized as below:

• We find that using MIM pretrained image models and
MVM pretrained video models as teachers to provide
the high-level features for continued masked feature
prediction can learn better video representation. And
representations learned with image teachers and video
teachers show different properties on different down-
stream video datasets.

• We propose masked video distillation together with a
simple yet effective co-teaching strategy, which enjoys
the synergy of image and video teachers.

• We demonstrate strong performance on multiple stan-
dard video recognition benchmarks, surpassing both
the baseline without MVD and prior state-of-the-art
methods by clear margins.

2. Related Work

Vision transformers for video understanding. For video
understanding tasks, modeling the spatial-temporal infor-
mation is the most important factor to consider in the archi-
tecture design. In the early works of video understanding,
common video architectures, e.g., 3D CNNs [7, 20, 22, 58,
60] and 2D CNNs with temporal modules [12,39,53,62,73],
are designed by extending existing 2D CNNs on the tempo-
ral dimension. Recently, Vision Transformers [13, 17, 41]
achieve significant progress on several computer vision
tasks. Some works [4, 18, 42, 69] also adapt vision trans-
formers to the video domain and achieve superior perfor-
mance compared to previous CNN-based architectures. For
example, TimeSformer [4] and ViViT [1] study several vari-
ants of space-time factorization for the plain ViT. Some
works [5, 47, 50] further explore how to reduce computa-
tional cost of the space-time attention. VideoSwin [42] and
MViT [18, 38] study the hierarchical architecture and intro-
duce an inductive locality bias into video transformers. Uni-
former [36] and Video Mobile-Former [64] propose to inte-
grate 3D CNNs and spatial-temporal attention mechanism
for efficiency consideration. For convincing performance
on the video understanding tasks, most video transformers
require model weights pretrained on the large-scale image
datasets. In this paper, we explore the self-supervised pre-
training of video transformers and show pretraining strategy
will significantly influence the downstream performance,
which is orthogonal to the transformer architecture design.
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Self-supervised video representation learning. The early
works [3, 45, 66, 70] of self-supervised video representa-
tion learning focus on designing the pretext tasks based
on the temporal structure of videos. More recently, con-
trastive learning [8,32,37] that forces different views of the
same image sample to be closer in the feature space while
pushing the views of different images farther becomes a
new paradigm of representation learning, and some works
[11, 23, 24, 29, 30, 46, 49] design the contrastive learning
methods on the video domain by exploring effective ways
of spatial-temporal augmentations. However, as the learn-
ing supervision based on contrastive learning is applied on
global representation, it cannot well model the local rela-
tionship or learn fine-grained local representation.

Masked visual modeling. Masked language modeling
[10, 40] has been one of the dominant pretraining methods
of language transformers. With the success of vision trans-
formers, masked visual modeling [2] has been introduced
to self-supervised visual pretraining and demonstrates to
be also helpful to multimodal visual-language learning
[16, 74]. Following BERT [10] pretraining, BEiT [2] and
PeCo [15] pretrain ViT by predicting the discrete visual to-
kens of masked patches, which are encoded by a pretrained
VQ-VAE. MAE [31] proposes an asymmetric encoder-
decoder framework for the reconstruction of pixels. Sim-
MIM [68] and MaskFeat [67] propose to recover low-level
features of masked patches like pixels or HOG features with
hierarchical ViT. In contrast, some works [9, 14, 75] adopt
an exponential moving average of the student model as the
online teacher model, which makes the target features boot-
strapped during training. In the video domain, some pio-
neering works [21, 55, 57, 63] extend masked image mod-
eling to masked video modeling. BEVT [63] proposes a
two-stream pretraining joint pretraining framework by pre-
dicting the discrete tokens with both image transformer
and video transformer. VideoMAE [57] and ST-MAE [21]
follow MAE and reconstruct the pixels of masked video
patches with an extremely high masking ratio. Unlike most
previous works of masked video modeling, our MVD fo-
cuses on masked feature modeling with high-level features
as targets, and finds that student models using image and
video teacher models will have different properties and
complement each other.

Knowledge distillation. Knowledge distillation [26,33,48]
aims to transfer the knowledge of the teacher model to
the student model by adopting the output of the teacher
model as the target for training the student model. Typi-
cal knowledge distillation works [33, 51, 52] mainly focus
on supervised learning, e.g., image classification. The idea
of knowledge distillation has also been leveraged in many
self-supervised methods by learning from momentum en-
coders [6,56] or different architectures [24]. Recently, self-
supervised knowledge distillation [19, 71, 72] has also been

studied to learn representations from self-supervised pre-
trained models. In this paper, we present the first attempt
that uses the masked image modeling pretrained image and
video model as the masked feature prediction target in the
video domain. It shows self-supervised MIM pretrained
model can further boostrap the mask video pretraining and
bring significant performance gain.

3. Method
While masked video modeling has demonstrated promis-

ing performance for self-supervised learning, most exist-
ing approaches reconstruct relatively low-level informa-
tion in the forms of raw pixels [57], low-level features
like HOG [67] and VQVAE tokens [63]. In this paper,
instead of reconstructing low-level information, we con-
duct masked video modeling at the feature-level. This is
achieved by a two-stage framework, MVD, optimized to
predict high-level features that derived from off-the-shelf
MIM pretrained image models [31] and MVM pretrained
video models [57] which are readily available. Below, we
first given an overview of the masked feature modeling
paradigm in Sec. 3.1 and then we introduce our proposed
MVD in Sec. 3.2. Finally, we present the architectural de-
sign of MVD in Sec. 3.3.

3.1. The Paradigm of Masked Feature Modeling

The core of masked feature modeling is to train models
to predict features of masked input regions. In this paper,
we follow the decoupled encoder-decoder transformer ar-
chitecture in MAE [31] due to its effectiveness and simplic-
ity. An input X (image Ximg ∈ RH×W×3 or video Xvid ∈
RT×H×W×3) is partitioned into several non-overlapping
patches, and then each patch is mapped to a visual token
with a linear projection layer. Before feeding tokens to the
transformer encoder f , a subset of tokens is masked and
dropped from the token sequence. To reconstruct the in-
formation of masked tokens, the token sequence consisting
of the visible tokens from the encoder and learnable mask
tokens are input to a shallow transformer decoder g:

Y = g(concat(f(Xvis), Tm)), (1)

where Xvis denotes the visible input tokens, and Tm de-
notes the mask tokens. The subset of output tokens from
decoder corresponded to input mask tokens contains recon-
structed information of masked tokens. The reconstruction
target for each masked patch X(p) is represented as a patch
feature h(X(p)). Here, h is represents a function for gen-
erating the target features, e.g. h produces low-level RGB
values of pixels in the patch in [21, 57]. Then, to train
the encoder and the decoder, a loss function that measures
the distance D between the ground-truth features of masked
patches and reconstructed ones is defined as:
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Figure 2. An overview of MVD framework. Firstly the image teacher is pretrained by masked image modeling and the video teacher is
pretrained by masked video modeling. Then the student model is trained from scratch to predict target high-level features encoded by the
image teacher and the video teacher. The teacher models are fixed in the distillation stage.

Lmfm(h) =
1

|M |
∑
p∈M

D(Y (p), h(X(p))) (2)

where p is the token index and M is the set of masked
tokens. For pixel regression in MAE [31] and Video-
MAE [57], the L2 distance is used as the distance metric.

3.2. Masked Video Distillation

In this paper, we propose Masked Video Distillation
(MVD), which performs masked feature modeling on
videos using high-level features as opposed to low-level
pixels. In particular, we simply use outputs generated
by off-the-shelf self-supervised pretrained image or video
models, which are readily available, as reconstruction tar-
gets. These high-level features, serving as targets of the
mask & prediction tasks, are encoded by teacher models
pretrained by masked visual modeling like MAE or Video-
MAE. For video representation learning, the reconstruction
targets can take the form of spatial features encoded by im-
age teacher models, or spatial-temporal features encoded by
video teacher models. More specifically, the image teachers
is pretrained by masked image modeling, while the video
teacher is pretrained with masked video modeling, both of
which aim at reconstructing raw pixels. Once trained, we
use the image encoder himg to generate the spatial targets,
and the pretrained video transformer encoder hvid to gen-
erate spatial-temporal targets. The loss function of MVD
with the image teacher and video teacher can be denoted by
Lmfm(himg) and Lmfm(hvid), respectively

Spatial-temporal Co-teaching. When performing MVD
with a single teacher, we observe that students distilled
from different teachers learn different video representations
and perform well on different kinds of downstream video

tasks. To improve the performance of MVD on different
downstream video tasks, we propose spatial-temporal co-
teaching that explores information from both image and
video teachers such that the student model can handle
videos of different types better. For instance, videos with
fastly changing human actions require more temporal infor-
mation while spatial clues might be sufficient for relatively
static videos. To this end, MVD is trained to predict tar-
get high-level features produced by the image teacher and
the video teacher at the same time. This is achieved by us-
ing two separated decoders to reconstruct different target
features. The final loss of MVD with spatial-temporal co-
teaching is:

Lmvd = λ1Lmfm(himg) + λ2Lmfm(hvid) (3)

where λ1 and λ2 denote the hyper-parameters that bal-
ance the weights of the image teacher and the video teacher.
The pseudo code of MVD is shown in Algorithm 1.

3.3. Architectural Design

Encoder. For MVD, the vanilla transformer backbone is
used as the encoder. For a video input Xvid ∈ RT×H×W×3,
we adopt 3D patch embedding with a patch size of 2×16×
16. After patch partitioning and linear embedding, we ob-
tain T/2 × H/16 × W/16 tokens. For the masked feature
modeling, the tokens are masked with a high masking ratio
and the remaining tokens are fed into the transformer layers.
For finetuning on downstream tasks, we input all tokens to
the subsequent layers. In each layer, joint spatial-temporal
self-attention is applied on the whole input token sequence.

Mask strategy. For MVD, we follow [57] and adopt tube
masking for masked feature modeling. First a 2D random
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Algorithm 1 Pseudocode of MVD in PyTorch style.

# f: student encoder
# g_img: decoder for reconstructing spatial features
# g_vid: decoder for reconstructing spatial-temporal

features
# t_m: learnable mask tokens
# h_img: image teacher model
# h_vid: video teacher model

for x, m in loader: # x: video data, m: mask
x_pe = patch_emb(x) # patch embedding of input
x_vis = mask_select(x_pe, 1 - m) # masking tokens
q_vis = f(x_vis) # visible local patch features

# reconstruction of target features
p_img = g_img(concat(q_vis, t_m))
p_vid = g_vid(concat(q_vis, t_m))

# compute target features with teacher models
k_img = h_img(x) # target spatial features
k_vid = h_vid(x) # target spatial-temporal features

# compute reconstruction loss
loss_img = smooth_L1_loss(p_img ⊙ m, k_img ⊙ m)
loss_vid = smooth_L1_loss(p_vid ⊙ m, k_vid ⊙ m)

loss = λ1 * loss_img + λ2 * loss_vid
loss.backward()
optimizer.step() # optimizer update

mask is generated and then extended along the temporal di-
mension. Therefore, the spatial mask on each time slice
is the same, which prevents information leakage between
frames. Tube masking with a high masking ratio (e.g., 90%)
encourages the video transformer to model the high-level
semantics during pretraining.

Decoder. For MVD, shallow decoders consist of vanilla
transformer layers and a linear projection layer. The trans-
former layers in decoders are the same as those in the en-
coder. Since spatial-temporal co-teaching introduces two
different reconstruction targets for masked feature model-
ing, two separated decoders that share the same architec-
ture but contain different weights are placed on the top
of the encoder. Learnable masked tokens corresponded to
masked patches are concatenated with visible tokens from
the encoder before fed into the decoder. After jointly mod-
eling the spatial-temporal relationships, the output tokens
of transformer layers are mapped to final predictions by the
linear projection layer.

Reconstruction targets. For generating spatial-temporal
target features, the video teacher, which shares the same ar-
chitecture as the student model, is pretrained by a Video-
MAE [57] manner on the video dataset. For obtaining spa-
tial targets, we adopt the vanilla image ViT pretrained by
masked image modeling [31] on the image dataset (e.g.,
ImageNet-1K). It is worth noting that one 3D patch (with
size of 2 × 16 × 16) for the video transformer corresponds
to two 2D patches (with size of 16×16) for the image trans-
former. Following [21], we predict the spatial features of a
single time slice (that is the front 2D patch), which reduce
the prediction layer’s size.

4. Experiments
In this section, we first introduce the experimental setup

in Sec. 4.1, and then present the main results in Sec. 4.2,
followed by an extensive analysis to verify the effectiveness
of different components in Sec. 4.3.

4.1. Experimental Setup

Dataset. We pretrain the vanilla ViT with MVD on
Kinetics-400 by default, and evaluate the learned model
on four video recognition downstream tasks: (a) Kinetics-
400 (K400) [7], which consists of ∼240K training videos
and ∼20K validation videos with an average duration of
10 seconds. All video clips are labeled into 400 classes.
(b) Something-Something V2 (SSv2) [27], which contains
∼160K videos for training and ∼20K videos for valida-
tion. The videos in SSv2 with an average duration of 4
seconds are labeled into 174 motion-centric categories. (c)
UCF-101 [54] is a relatively small dataset, consisting of
∼9.5K training videos and ∼3.5K validation videos. (d)
HMDB51 [35] is also a small video dataset that contains
around 3.5K/1.5K train/val videos. We also transfer pre-
trained models to a challenging spatial-temporal action de-
tection dataset AVA [28]. The results of AVA are included
in supplementary materials.

Implementation details. Our MVD is performed on vanilla
ViTs with different capacities (i.e., ViT-S, ViT-B, ViT-
L). By default, image teacher models are pretrained on
ImageNet-1K for 1600 epochs and video teachers are pre-
trained on K400 for 1600 epochs. We follow the training
strategy in MAE [31] and VideoMAE [21] for image teach-
ers and video teachers respectively. In the distillation stage,
student models are first pretrained from scratch on K400
for 400 epochs unless mentioned otherwise. The resulting
models are then finetuned on downstream video tasks. The
video clip length is 16 for both pretraining and finetuning.
We adopt AdamW optimizer [44] and Smooth L1 loss for
the optimization of student models. More details are in-
cluded in supplementary materials.

4.2. Main Results

Students distilled from different teachers. Unlike masked
image modeling, masked feature modeling on video data
has more choices on reconstruction targets. Besides spatial
features, to include temporal dynamics in the reconstruction
target, we can also adopt spatial-temporal features encoded
by pretrained video models. In Table 1, we compare stu-
dents distilled by the image teacher and the video teacher on
K400, a downstream task that mainly relies on spatial clues,
and SSv2, a temporally-heavy downstream task. Our obser-
vations are as follow: (a) Masked feature modeling with
high-level features as targets achieves convincing perfor-
mance on downstream video tasks, and outperforms Video-
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student teachers K400 top-1 SSv2 top-1image video
✓ ✗ 80.4 69.4

ViT-S ✗ ✓ 80.1 70.0
✓ ✓ 80.6 70.7
✓ ✗ 82.3 71.4

ViT-B ✗ ✓ 82.1 71.8
✓ ✓ 82.7 72.5

Table 1. Co-teaching with the image teacher and the video
teacher outperforms distillation with a single teacher in MVD.
We adopt ViT-B as the architecture of teachers and distill students
for 400 epochs here.

student teacher
K400 top-1 SSv2 top-1

ViMAE MVD ViMAE MVD
ViT-S ViT-B 79.0 80.6 ↑1.6 66.4 70.7 ↑4.3
ViT-S ViT-L 79.0 81.0 ↑2.0 66.4 70.9 ↑4.5
ViT-B ViT-B 81.5 82.7 ↑1.2 69.7 72.5 ↑2.8
ViT-B ViT-L 81.5 83.4 ↑1.9 69.7 73.7 ↑4.0
ViT-L ViT-L 85.2 86.0 ↑0.8 74.0 76.1 ↑2.1

Table 2. MVD achieves significant improvement compared
with VideoMAE across different model scales. MVD is pre-
trained on K400 for 400 epochs, while VideoMAE is pretrained
on K400 for 1600 epochs here.

MAE baseline significantly (compared with the baseline re-
sults in Table 2). In particular, with both image and video
teachers using a ViT-S as the backbone, MVD achieves
consistent gains over VideoMAE on both K400 (80.6% vs.
79.0%) and SSV2 (70.7% vs. 66.4%). (b) Students distilled
from the image teacher achieve higher top-1 accuracy on
K400, while students distilled from the video teacher per-
form better on SSv2. For example, ViT-S achieves an accu-
racy of 80.4% and 69.4% using an image teacher on K400
and SSv2 respectively. With a video teacher, on the other
hand, ViT-S offers a top-1 accuracy of 80.1% and 70.0%
respectively. As it has been shown that videos in K400 less
sensitive to temporal modeling compared to SSv2, the re-
sults demonstrate students learn stronger spatial representa-
tion from the image teacher while the video teacher transfer
more knowledge about temporal dynamics to students.

Co-teaching outperforms distilling with a single teacher.
To improve the performance on different kinds of down-
stream video tasks, we introduce spatial-temporal co-
teaching in MVD, which trains the model to predict spatial
features and spatial-temporal features of masked patches
in a decoupled way. The results in Table 1 indicate that
students distilled with spatial-temporal co-teaching outper-
forms students distilled from either single teacher on both
spatially-heavy task and temporally-heavy task.

MVD outperforms VideoMAE baseline significantly. In
Table 2, MVD with spatial-temporal co-teaching is com-
pared with VideoMAE pretrained on K400. When the size
of teacher models is the same as that of students, MVD out-

method extra data top-1 top-5 GFLOPs Param

supervised
NL I3D R101 [65] - 77.3 93.3 359×30 62
ip-CSN-152 [59] - 77.8 92.8 109×30 33
SlowFast NL [22] - 79.8 93.9 234×30 60
X3D-XL [20] - 79.1 93.9 48×30 11
MViTv1-B [18] - 80.2 94.4 170×5 37
VideoSwin-B [42] IN-1K 80.6 94.6 282×12 88
Uniformer-B [36] IN-1K 83.0 95.4 259×12 50
TimeSformer [4] IN-21K 80.7 94.7 2380×3 121
Mformer-B [47] IN-21K 79.7 94.2 370×30 109
Mformer-L [47] IN-21K 80.2 94.8 1185×30 382
ViViT-L FE [1] IN-21K 81.7 93.8 3980×3 N/A
VideoSwin-L [42] IN-21K 83.1 95.9 604×12 197
self-supervised
VIMPAC ViT-L [55] HowTo100M 77.4 N/A N/A×30 307
BEVT Swin-B [63] IN-1K 81.1 N/A 282×12 88
MaskFeat MViT-S [67] - 82.2 95.1 71×10 36
VideoMAE ViT-S [57] - 79.0 93.8 57×15 22
VideoMAE ViT-B [57] - 81.5 95.1 180×15 87
VideoMAE ViT-L [57] - 85.2 96.8 597×15 305
VideoMAE ViT-H [57] - 86.6 97.1 1192×15 633
ST-MAE ViT-B [21] - 81.3 94.9 180×21 87
ST-MAE ViT-L [21] - 84.8 96.2 598×21 304
ST-MAE ViT-H [21] - 85.1 96.6 1193×21 632
OmniMAE ViT-B [25] IN-1K 80.8 N/A 180×15 87
OmniMAE ViT-L [25] IN1K+SSv2 84.0 N/A 597×15 305
OmniMAE ViT-H [25] IN1K+SSv2 84.8 N/A 1192×15 633
MVD-S (Teacher-B) IN-1K 80.6 94.7 57×15 22
MVD-S (Teacher-L) IN-1K 81.0 94.8 57×15 22
MVD-B (Teacher-B) IN-1K 82.7 95.4 180×15 87
MVD-B (Teacher-L) IN-1K 83.4 95.8 180×15 87
MVD-L (Teacher-L) IN-1K 86.0 96.9 597×15 305
MVD-L (Teacher-L) † IN-1K 86.4 97.0 597×15 305
MVD-H (Teacher-H) † IN-1K 87.3 97.4 1192×15 633

Table 3. Comparison with previous works on Kinetics-400.
“MVD-S (Teacher-B)” denotes that the student is ViT-S and the
teacher is ViT-B. † denotes that the student is distilled for 800
epochs instead of 400 epochs. The inference cost is reported with
the cost of a single view × the number of views. Note that IN-1K
is only used for training image teachers in MVD.

performs VideoMAE by a clear margin on both K400 and
SSv2. Larger models as teachers can further boost the per-
formance of MVD. It is worth mentioning that not only is
our MVD particularly effective for relatively small models,
but also it improves the performance of large vision models
like ViT-L. For example, with a ViT-L model as the student,
MVD achieves 86.0% and 76.1% on K400 and SSv2, sur-
passing VideoMAE by 0.8% and 2.1%, respectively.

Comparison with state-of-the-art. We compare MVD
with prior studies on four video recognition tasks. Re-
sults on K400 are shown in Table 3. Our MVD outper-
forms previous self-supervised methods with similar or less
computational cost. Even compared with video transform-
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method extra data top-1 GFLOPs Param

supervised
SlowFast R101 [22] K400 63.1 106×3 53
TSM-RGB R50 [39] IN-1K 63.3 62×6 24
TAM R50 [43] IN-1K 66.0 99×6 51
TDN R101 [61] IN-1K 69.6 198×3 88
MViTv1-B [18] - 67.7 455×3 37
MViTv2-B [38] K400 70.5 225×3 51
Uniformer-B [36] K400 71.2 259×3 50
TimeSformer-HR [4] IN-21K 62.5 1703×3 121
ViViT-L FE [1] IN21K+K400 65.9 995×12 N/A
Mformer-B [47] IN21K+K400 66.5 370×3 109
Mformer-L [47] IN21K+K400 68.1 1185×3 382
VideoSwin-B [42] IN21K+K400 69.6 321×3 88
MViTv2-L [38] IN21K+K400 73.3 2828×3 213
self-supervised
VIMPAC ViT-L [55] HowTo100M 68.1 N/A×30 307
BEVT Swin-B [63] IN1K+K400 71.4 321×3 88
MaskFeat MViT-L [67] K400 74.4 2828×3 218
VideoMAE ViT-S [57] K400 66.4 57×6 22
VideoMAE ViT-S [57] - 66.8 57×6 22
VideoMAE ViT-B [57] K400 69.7 180×6 87
VideoMAE ViT-B [57] - 70.8 180×6 87
VideoMAE ViT-L [57] K400 74.0 597×6 305
VideoMAE ViT-L [57] - 74.3 597×6 305
ST-MAE ViT-L [21] K400 72.1 598×3 304
ST-MAE ViT-H [21] K400 74.1 1193×3 632
OmniMAE ViT-B [25] IN1K+K400 69.0 180×6 87
OmniMAE ViT-L [25] IN-1K 74.2 597×6 305
OmniMAE ViT-H [25] IN-1K 75.3 1192×6 632
MVD-S (Teacher-B) IN1K+K400 70.7 57×6 22
MVD-S (Teacher-L) IN1K+K400 70.9 57×6 22
MVD-B (Teacher-B) IN1K+K400 72.5 180×6 87
MVD-B (Teacher-L) IN1K+K400 73.7 180×6 87
MVD-L (Teacher-L) IN1K+K400 76.1 597×6 305
MVD-L (Teacher-L) † IN1K+K400 76.7 597×6 305
MVD-H (Teacher-H) † IN1K+K400 77.3 1192×6 633
Table 4. Comparison with previous works on Something-
Something V2.. † denotes that the student is distilled for 800
epochs.

ers pretrained on ImageNet-21K, MVD achieves superior
performance. Particularly, MVD-H achieves an accuracy
of 87.3% on K400, outperforming previous top-performing
methods by clear margins. Table 4 presents comparisons
to the state-of-the-art methods on SSv2. We observe that
for downstream tasks depending on temporal relationship
modeling, self-supervised methods based on MVM achieve
better performance in comparison with supervised methods
(cf . results in the middle group of Table 4 vs. results in the
top group). Once again, our MVD, producing an accuracy
of 76.1% with a large model, beats both supervised meth-

method extra data Param UCF101 HMDB51
VideoMoCo R2+1D [46] K400 15 78.7 49.2
MemDPC R2D3D [30] K400 32 86.1 54.5
Vi2CLR S3D [11] K400 9 89.1 55.7
CORP Slow-R50 [34] K400 32 93.5 68.0
CVRL Slow-R50 [49] K400 32 92.9 67.9
CVRL Slow-R152 [49] K600 328 94.4 70.6
ρBYOL Slow-R50 [23] K400 32 94.2 72.1
VIMPAC ViT-L [55] HowTo100M 307 92.7 65.9
VideoMAE ViT-B [57] K400 87 96.1 73.3
MVD-B (Teacher-B) IN-1K+K400 87 97.0 76.4
MVD-B (Teacher-L) IN-1K+K400 87 97.5 79.7
Table 5. Comparison with previous state-of-the-art methods
on UCF101 and HMDB51.
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Figure 3. Feature similarity across different frames for dif-
ferent teacher models. Similarity matrices are computed on the
Kinetics-400 validation set.

ods and self-supervised methods by clear margins. With
more training epochs (i.e., 800 epochs), MVD with ViT-
L achieves more significant performance gains (i.e., 1.2%,
2.4% on K400 and SSv2) compared with VideoMAE. When
a huge model is used, the performance can still be boosted
and MVD achieves 77.3% top-1 accuracy on SSv2.

We also evaluate the transfer learning ability of MVD
on two relatively small datasets, UCF101 and HMDB51.
As shown in Table 5, MVD with ViT-B obtains higher ac-
curacy compared with prior works based on well-designed
pretext tasks, contrastive learning and masked video mod-
eling methods. Especially compared to the original Video-
MAE [57] ViT-B teacher model, we achieve 0.9% and 3.1%
higher points on these two datasets respectively. Addi-
tionally, when teachers with larger size are adopted, MVD
achieves stronger transfer learning performance.

4.3. Analysis and Discussion

In this section, we provide an in-depth analysis of the
effectiveness of different components in MVD.
Analysis of features encoded by different teachers. The
properties of target features generated by different teach-
ers may influence the performance of students on different
downstream tasks. To quantify the temporal dynamics that
teacher models capture from the input video, we study the
similarity between feature maps across different frames of
each input video clip via the cosine similarity. As similarity
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method epoch time(h) K400 top-1
VideoMAE 800 107 81.0
VideoMAE 1600 214 81.5
MVD (800+) 400 (107+) 57 81.9

Table 6. Training time comparison between MVD and Video-
MAE on 32 NVIDIA V100 GPUs. The training time of teacher
models is considered. we only adopt a video teacher pretrained for
800 epochs in MVD here. ViT-B is used here.

teachers reconstruct pixel SSv2 top-1
image model ✗ 68.7
image model ✓ 67.9 ↓0.8
image+video models ✗ 70.1
image+video models ✓ 69.0 ↓1.1

Table 7. Ablations on reconstructing low-level features in
masked video distillation. We distill ViT-S students with ViT-
B teachers for 300 epochs here.

teacher init epoch top-1
K400 SSv2

momentum encoder ✗ 800 80.5 70.4
momentum encoder ✓ 800 81.8 70.8
fixed image model ✗ 400 82.3 71.4
fixed video model ✗ 400 82.1 71.8
fixed co-teaching ✗ 400 82.7 72.5

Table 8. Comparison with bootstrapped teachers and students
initialized with IN1K-pretrained models. ViT-B is used here.

matrices shown in Figure 3, for image teachers, the feature
maps of different frames are almost the same. However,
for video teachers, the features of different frames have
larger difference. This indicates that video teachers cap-
ture more temporal difference. Therefore, students distilled
from video teachers can learn stronger temporal dynamics
and perform better on temporally-heavy downstream tasks.

Training time comparison. We study whether MVD is
able to achieve better balance of accuracy and efficiency
than VideoMAE. For fair comparisons, the training time of
teacher models is also counted in the total training time of
MVD. Results are shown in Table 6. We see that MVD can
achieve better accuracy (i.e., 81.9%) by a total of 164 hours
of training which is 50 hours less than VideoMAE (produc-
ing an accuracy of 81.5%) trained for 1600 epochs.

Reconstruction signals in MVD. In MVD, we first pre-
train teacher models by recovering the pixels of masked
patches in a MAE manner, then adopt features produced
by teachers as the targets of masked feature modeling. In
Table 7, we study whether to include an additional de-
coder branch for reconstructing pixels of masked patches
in the distillation stage. The experimental results show
that for both MVD with a single teacher and MVD with
spatial-temporal co-teaching, the reconstruction of low-
level feature targets degrades the performance for down-
stream tasks. Therefore, we only reconstruct high-level fea-
tures of masked patches in the distillation stage of MVD.

distillation method K400 top-1 SSv2 top-1
per-token distillation 80.9 70.5
masked reconstruction 82.1 71.8

Table 9. Comparison with feature distillation without masked
reconstruction. We distill ViT-B from the video teacher here.

Comparison with bootstrapped teachers. Some recent
works of image representation learning [9, 14, 16, 75] adopt
features of a momentum encoder as the targets of MIM,
while we use frozen teacher models in MVD. In Table 8, we
compare fixed teachers with bootstrapped teachers that are
updated by an exponential moving average of the online en-
coder during pretraining. According to a MIM method [14],
two strong baselines of bootstrapped teachers are built for
video representation learning: (a) The student model is
trained from scratch with masked feature modeling, and the
target features are generated by a momentum encoder. (b)
The framework of bootstrapped teachers is first pretrained
on IN-1K for 800 epochs, then the pretrained weights are
adopted to initialize the video pretraining. As shown in Ta-
ble 8, MVD with the frozen teacher beats the method with
a bootstrapped teacher on the downstream video tasks, even
if only a single teacher is utilized.

Comparison with feature distillation. In the previous
work of self-supervised feature distillation [19, 26, 72], the
distillation loss is directly computed upon the full feature
maps between teachers and students. Accordingly, we use a
baseline method named per-token distillation. Specifically,
the output features of students are projected by a MLP, and
then forced to mimicking the teacher’s feature at each to-
ken with a Smooth L1 loss. As shown in Table 9, masked
feature reconstruction in our MVD outperforms per-token
distillation on both K400 and SSv2.

5. Conclusion

In this paper, we study masked video distillation upon
MIM pretrained image or video transformers. We have
three interesting findings: 1) Using MIM pretrained im-
age transformers or MVM pretrained video transformers
as teachers supervise masked feature prediction can signif-
icantly boost the finetuning performance on video down-
stream tasks; 2) The representation distilled with image and
video teachers will have different properties, i.e., image
teachers will benefit spatial-heavy video tasks more while
video teachers benefit temporal-heavy video tasks more; 3)
Combining image and video teachers will enjoy the synergy
and thus produce higher performance. Even though the pro-
posed masked video distillation seems very straightforward,
we hope such interesting findings can motivate more think-
ing about masked video pretraining.
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