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Abstract

Learning to predict agent motions with relationship rea-
soning is important for many applications. In motion pre-
diction tasks, maintaining motion equivariance under Eu-
clidean geometric transformations and invariance of agent
interaction is a critical and fundamental principle. However,
such equivariance and invariance properties are overlooked
by most existing methods. To fill this gap, we propose Eq-
Motion, an efficient equivariant motion prediction model
with invariant interaction reasoning. To achieve motion
equivariance, we propose an equivariant geometric feature
learning module to learn a Euclidean transformable feature
through dedicated designs of equivariant operations. To
reason agent’s interactions, we propose an invariant interac-
tion reasoning module to achieve a more stable interaction
modeling. To further promote more comprehensive motion
features, we propose an invariant pattern feature learning
module to learn an invariant pattern feature, which coop-
erates with the equivariant geometric feature to enhance
network expressiveness. We conduct experiments for the
proposed model on four distinct scenarios: particle dynam-
ics, molecule dynamics, human skeleton motion prediction
and pedestrian trajectory prediction. Experimental results
show that our method is not only generally applicable, but
also achieves state-of-the-art prediction performances on
all the four tasks, improving by 24.0/30.1/8.6/9.2%. Code
is available at https://github.com/MediaBrain-
SJTU/EqMotion.

1. Introduction
Motion prediction aims to predict future trajectories of

multiple interacting agents given their historical observations.
It is widely studied in many applications like physics [3, 28],
molecule dynamics [7], autonomous driving [35] and human-
robot interaction [38,68]. In the task of motion prediction, an
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Figure 1. Motion equivariance and interaction invariance under
the Euclidean geometric transformation is a fundamental principle
for a prediction model, but this principle is often overlooked by
previous works. In this work, we propose EqMotion to fill this gap.

often-overlooked yet fundamental principle is that a predic-
tion model is required to be equivariant under the Euclidean
geometric transformation (including translation, rotation and
reflection), and at the same time maintain the interaction
relationships invariant. Motion equivariance here means that
if an input motion is transformed under a Euclidean trans-
formation, the output motion must be equally transformed
under the same transformation. Interaction invariance means
that the way agents interact remains unchanged under the
input’s transformation. Figure 1 shows real-world examples
of motion equivariance and interaction invariance.

Employing this principle in a network design brings at
least two benefits. First, the network will be robust to arbi-
trary Euclidean transformations. Second, the network will
have the capability of being generalizable over rotations and
translations of the data. This capability makes the network
more compact, reducing the network’s learning burden and
contributing to a more accurate prediction.

Despite the motion equivariance property being important
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and fundamental, it is often neglected and not guaranteed by
most existing motion prediction methods. The main reason
is that these methods transform the input motion sequence
directly into abstract feature vectors, where the geometric
transformations are not traceable, causing the geometric
relationships between agents to be irretrievable. Random
augmentation will ease the equivariance problem, but it is
still unable to guarantee the equivariance property. [30] uses
non-parametric pre and post coordinate processing to achieve
equivariance, but its parametric network structures do not
satisfy equivariance. Some methods propose equivariant
parametric network structures utilizing the higher-order rep-
resentations of spherical harmonics [14, 61] or proposing
an equivariant message passing [58], but they focus on the
state-to-state prediction. This means that they use only one
historical timestamp to predict one future timestamp. Conse-
quently, these methods have limitations on utilizing motion’s
temporal information and modeling interaction relationships
since a single-state observation is insufficient for both inter-
action modeling and temporal dependency modeling.

In this paper, we propose EqMotion, the first motion pre-
diction model that is theoretically equivariant to the input
motion under Euclidean geometric transformations based
on the parametric network. The proposed EqMotion has
three novel designs: equivariant geometric feature learning,
invariant pattern feature learning and invariant interaction
reasoning. To ensure motion equivariance, we propose an
equivariant geometric feature learning module to learn a Eu-
clidean transformable geometric feature through dedicated
designs of equivariant operations. The geometric feature
preserves motion attributes that are relevant to Euclidean
transformations. To promote more comprehensive repre-
sentation power, we introduce an invariant pattern feature
learning module to complement the network with motion
attributes that are independent of Euclidean transformations.
The pattern features, cooperated into the geometric features,
provide expressive motion representations by exploiting mo-
tions’ spatial-temporal dependencies.

To further infer the interactions during motion prediction,
we propose an invariant interaction reasoning module, which
ensures that the captured interaction relationships are invari-
ant to the input motion under Euclidean transformations.
The module infers an invariant interaction graph by utilizing
invariant factors in motions. The edge weights in the inter-
action graph categorize agents’ interactions into different
types, leading to better interaction representation.

We conduct extensive experiments on four different sce-
narios to evaluate our method’s effectiveness: particle dy-
namics, molecule dynamics, 3D human skeleton motion and
pedestrian trajectories. Comparing to many task-specific
motion prediction methods, our method is generally appli-
cable and achieves state-of-the-art performance in all these
tasks by reducing the prediction error by 24.0/30.1/8.6/9.2%

respectively. We also present that EqMotion is lightweight,
and has a model size less than 30% of many other models’
sizes. We show that EqMotion using only 5 % data can
achieve a comparable performance with other methods that
take full data. As a summary, here are our contributions:
• We propose EqMotion, the first motion prediction

model that theoretically ensures sequence-to-sequence mo-
tion equivariance based on the parametric network. With
equivariance, EqMotion promotes more generalization abil-
ity of motion feature learning, leading to more robust and
accurate prediction.
•We propose a novel invariant interaction reasoning mod-

ule, in which the captured interactions between agents are
invariant to the input motion under Euclidean geometric
transformations. With this, EqMotion achieves more gener-
alization ability and stability in the interaction reasoning.
• We conduct experiments on four types of scenarios

and find that EqMotion is applicable to all these different
tasks, and importantly outperforms existing state-of-the-art
methods on all the tasks.

2. Related Work
Equivariant Networks. Equivariance first draws high

attention on the 2D image domain. Since CNN structure is
sensitive to rotations, researchers start to explore rotation-
equivariant designs like oriented convolutional filters [8, 49],
log-polar transform [11], circular harmonics [67] or steerable
filters [66]. Meanwhile, GNN architectures [73–75] explor-
ing symmetries on both rotation and translation have been
emerged. Specifically, [57, 62] achieves partial symmetries
by promoting translation equivariance. [14, 61] builds filters
using spherical harmonics allowing transformations between
high-order representations, achieving the rotation and trans-
lation equivariance. [12, 24] construct a Lie convolution to
parameterize transformations into Lie algebra form. [10]
proposes a series of equivariant layers for point cloud net-
works. [27] propose geometric vector perceptions for protein
structure learning. Recently, EGNN [58] proposes a simple
equivariant message passing form without using computa-
tionally expensive high-order representations. [23] further
extends it by considering geometrical constraints. However,
most existing methods are only applicable to state prediction,
limiting models from exploiting sequence information. [30]
uses pre and post coordinate processing to achieve motion
equivariance but its network structure does not satisfy equiv-
ariance. In this work, we propose an equivariant model
based on the parametric network which is generally applica-
ble to motion prediction tasks and achieves a more precise
prediction.

Motion Prediction. Motion prediction has wide ap-
plication scenarios. [3, 53, 56] proposes graph neural net-
works for learning to simulate complex physical systems.
[17, 28, 37, 71] both explicitly infer the interactions rela-
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tionships and perform prediction in physical systems. For
human or vehicle trajectory prediction, social forces [21,51],
Markov [29, 65] process, and RNNs [1, 52, 63] are first
methods to employ. Multi-model prediction methods are
further proposed like using generator-discriminator struc-
tures [20, 22], multi-head output [43, 59], conditional varia-
tional autoencoders [32,45,55,69,71,72,76], memory mech-
anisms [48, 70], Gaussian mixture distribution prediction
[17, 37]. The HD map information is specifically considered
in the autonomous driving scenario [5, 6, 15, 22, 42, 43, 77].
For 3D human skeleton motion prediction, early methods
are based on the state prediction [33, 60]. Later RNN-based
models considering the sequential motion states are pro-
posed [13,26,50,64]. [19,36] use spatial graph convolutions
to directly regress the whole sequences. Besides, some meth-
ods [4,40,46,47] specifically exploit the correlations between
body joints. Multi-scale graphs are built by [9,39,41] to cap-
ture different body-level dependencies. In this work, we pro-
pose a generally applicable motion prediction network which
promotes Euclidean equivariance, a fundamental property
but neglected by previous methods, to have a more robust
and accurate prediction.

3. Background and Problem Formulation
3.1. Motion Prediction

Here we introduce the general problem formulation of mo-
tion prediction, which aims to generate future motions given
the historical observations. Mathematically, consider M

agents in a multi-agent system. Let Xi = [x1
i ,x

2
i , · · ·x

Tp

i ] ∈
RTp×n and Yi = [y1

i ,y
2
i , · · ·y

Tf
i ] ∈ RTf×n be the ith

agent’s past and future motion, where Tp and Tf are the
past and future timestamps and n is the dimension of the
system space. n usually equals to 2 or 3 (corresponding to
2D or 3D case). The tth timestamp locations xt

i and yt
i are n-

dimension vectors. The whole system’s past and future mo-
tion is represented as X = [X1,X2, · · · ,XM ] ∈ RM×Tp×n

and Y = [Y1,Y2, · · · ,YM ] ∈ RM×Tf×n. We aim to pro-
pose a prediction network Fpred(·) so that the predicted fu-
ture motions Ŷ = Fpred(X) are as close to the ground-truth
future motions Y as possible.

3.2. Equivariance and Invariance
The Euclidean geometric transformation has three basic

forms: translation, rotation and reflection. The translation is
modeled by a translation vector and rotation (or reflection)
is modeled by an orthogonal rotation (or reflection) matrix.
Let t ∈ Rn be a translation vector and R ∈ SO(n) be a
n× n rotation matrix, we have the following definitions for
equivariance and invariance:
Definition 1 Let X be an input, F(·) be an operation and
Z = F(X) be the corresponding output. The operation F(·)
is called equivariant under Euclidean transformation if

ZR+ t = F(XR+ t) ∀R ∈ SO(n),∀ t ∈ Rn.

Definition 2 Let X be an input, F(·) be an operation and
Z = F(X) be the corresponding output. The operation F(·)
is called invariant under Euclidean transformation if

Z = F(XR+ t) ∀R ∈ SO(n),∀ t ∈ Rn.

Here, when a motion prediction network Fpred(·) satisfies
Definition 1, Fpred(·) is said motion equivariant. When an
interaction reasoning model Freason(·) satisfies Definition 2,
Freason(·) is considered interaction invariant. We also say
the output Z is equivariant/invariant (to the input motion
under Euclidean transformation) if Definition 1/2 is satisfied.

In the following section, we will introduce our motion
prediction network along with geometric features that are
equivariant under Euclidean transformations, and pattern
features along with the interaction reasoning module are
invariant under Euclidean transformations.

4. Methodology
In this section, we present EqMotion, a motion prediction

network which is equivariant under Euclidean geometric
transformations. The whole network architecture is shown
in Figure 2. The core of EqMotion is to successively learn
equivariant geometric features and invariant pattern features
by mutual cooperation in designed equivariant/invariant oper-
ations, which not only provide expressive motion and interac-
tion representations, but also preserve equivariant/invariant
properties. For agents’ motions X ∈ RM×Tp×n, the overall
procedure of the proposed EqMotion is formulated as

G(0),H(0) = FIL(X), (1a)

{cij} = FIRM(G(0),H(0)), (1b)

G(ℓ+1) = F (ℓ)
EGFL(G

(ℓ),H(ℓ), {cij}), (1c)

H(ℓ+1) = F (ℓ)
IPFL(G

(ℓ),H(ℓ)), (1d)

Ŷ = FEOL(G(L)). (1e)
Step (1a) uses an initialization layer FIL(·) to obtain initial
geometric features G(0) and pattern features H(0). For in-
teraction relationship unavailable cases, Step (1b) uses an
invariant interaction reasoning module FIRM(·) to infer an
interaction graph {cij} whose edge weight cij is the inter-
action category between agent i and j. Step (1c) uses the
ℓth equivariant geometric feature learning layer F (ℓ)

EGFL(·) to
learn the (ℓ+1)th geometric feature G(ℓ+1). Step (1d) uses
the ℓth invariant pattern feature learning layer F (ℓ)

IPFL(·) to
learn the (ℓ+1)th pattern feature H(ℓ+1). Step (1c) and Step
(1d) will repeat L times. Step (1e) uses an equivariant output
layer FEOL(·) to obtain the final prediction Ŷ.

Note that i) to incorporate the geometric feature’s equiv-
ariance, we need to design equivariant operations for the ini-
tialization layer FIL(·) and the equivariant geometric feature
learning layerF (ℓ)

EGFL(·); ii) to introduce the pattern feature’s
invariance, we need to design invariant operations for the
initialization layer FIL(·) and the invariant pattern feature
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Figure 2. EqMotion architecture. In EqMotion, we first use a feature initialization layer to initialize geometric features and pattern features.
We then successively update the geometric features and the pattern features by the equivariant geometric feature learning and invariant
pattern feature learning layers, obtaining expressive feature representation. We further propose an invariant reasoning module to infer an
interaction graph used in equivariant geometric feature learning. Finally, we use an equivariant output layer to obtain the final prediction.

learning layer F (ℓ)
IPFL(·); and iii) the interaction graph cate-

gorizes agent’s spatial interaction into different categories
for better interaction representing. The interaction graph is
invariant due to the reasoning module FIRM(·) design. In
subsequent sections, we elaborate the details of each step.

4.1. Feature Initialization
The feature initialization layer aims to obtain initial

geometric features and pattern features while equipping
them with different functionality. The initial geometric fea-
ture is denoted as G(0) = [G

(0)
1 , · · · ,G(0)

M ] ∈ RM×C×n

whose ith agent’s geometric feature consists of C geomet-
ric coordinates. The initial pattern feature is denoted as
H(0) = [h

(0)
1 , · · · ,h(0)

M ] ∈ RM×D whose ith agent’s pattern
feature is a D-dimensional vector. Given the past motions X
whose the ith agent’s motion is Xi ∈ RTp×n, we obtain two
initial features of the ith agent:

G
(0)
i = ϕinit_g(Xi − X) + X,

Vi = △Xi, ρ
t
i = ||Vt

i ||2, θti = angle(Vt
i ,V

t−1
i ),

h
(0)
i = ϕinit_h([ ρi; θi ]),

where ϕinit_g(X) = Winit_gX,Winit_g ∈ RC×Tp is a lin-
ear function, X is the mean coordinate of all agents all past
timestamps. △ is the difference operator to obtain the ve-
locity Vi ∈ RTp×n. ρi ∈ RTp is the velocity magnitude
sequence and θi ∈ RTp is the velocity angle sequence. The
superscript (·)t denotes the tth element, || · ||2 is vector 2-
norm, angle(·) is the function calculating the angle between
two vectors and ϕinit_h(·) is an embedding function imple-
mented by MLP or LSTM. [· ; ·] represents concatenation.

The geometric feature preserves both equivariant prop-
erty and motion attributes that are sensitive to Euclidean
geometric transforms since we linearly combine the equiv-
ariant locations. The pattern feature remains invariant and
is sensitive to motion attributes independent of Euclidean
geometric transforms.

4.2. Invariant Reasoning Module
For most scenarios, the interaction relationship is implicit

and unavailable. Thus, we propose an invariant reasoning
module for inferring the interaction category between agents.

Note that we design the reasoning module to be invariant as
the interaction category is independent of Euclidean transfor-
mations. The output of the reasoning module is an invariant
interaction graph whose edge weight cij ∈ [0, 1]K is a cate-
gorical vector representing the type of interaction between
agent i and j. K is the interaction category number. To ob-
tain the interaction categorical vector, we perform a message
passing operation using the agent’s initial pattern feature
h
(0)
i and geometric feature G

(0)
i :

m′
ij = ϕrm

(
[h

(0)
i ;h

(0)
j ; ||G(0)

i −G
(0)
j ||2,col]

)
,

p′
i =

∑
j∈Ni

m′
ij , h′

i = ϕrh

(
[p′

i;h
(0)
i ]

)
,

cij = sm
(
ϕrc

(
[h′

i;h
′
j ; ||G

(0)
i −G

(0)
j ||2,col]

)
/τ

)
,

where || · ||2,col is a column-wise ℓ2-distance, ϕrm(·), ϕrh(·),
ϕrc(·) are learnable functions implemented by MLPs. sm(·)
is the softmax function and τ is the temperature to control
the smoothness of the categorical distribution. The interac-
tion edge weights {cij} will be end-to-end learned with the
whole prediction network.

4.3. Equivariant Geometric Feature Learning
The equivariant geometric feature learning process aims

to find more representative agents’ geometric features by
exploiting their spatial and temporal dependencies, while
maintaining the equivariance. During the process, we per-
form i) equivariant inner-agent attention to exploit the tem-
poral dependencies; ii) equivariant inter-agent aggregation
to model spatial interactions; and iii) equivariant non-linear
function to further enhance the representation ability.

Equivariant inner-agent attention To exploit the tem-
poral dependency, we perform an attention mechanism on
the coordinate dimension of the geometric feature since the
coordinate dimension originates from the temporal dimen-
sion. Given the ith agent’s geometric feature G

(ℓ)
i ∈ RC×n

and pattern feature h
(ℓ)
i , we have

G
(ℓ)
i ← ϕ

(ℓ)
att(h

(ℓ)
i ) · (G(ℓ)

i −G(ℓ)
) +G(ℓ)

, (2)

where ϕ
(ℓ)
att(·) : RD → RC is a function which learns the

attention weight for per coordinate, and G(ℓ)
is the mean
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coordinates summing up over all agents and all coordinates.
The above operation will bring the following benefits:

i) The learned attention weight is invariant and the learned
dependencies between different timestamps of the motion
will not be disturbed by irrelevant Euclidean transformations;
and ii) The learned geometric feature is equivariant because
of the coordinate-wise linear multiplication.

Equivariant inter-agent aggregation The equivariant
inter-agent aggregation aims to model spatial interactions
between agents. The key idea is to use the reasoned or
provided interaction category to learn aggregation weights,
and then use the weights to aggregate neighboring agents’
geometric features. The aggregation operation reads

e
(ℓ)
ij =

K∑
k=1

cij,kϕ
(ℓ)
e,k([h

(ℓ)
i ;h

(ℓ)
j ; ||G(ℓ)

i −G
(ℓ)
j ||2,col]),

G
(ℓ)
i ← G

(ℓ)
i +

∑
j∈Ni

e
(ℓ)
ij · (G

(ℓ)
i −G

(ℓ)
j ),

(3)

where e(ℓ)ij ∈ RC is the learned aggregation weights between
agent i and j, || · ||2,col is a column-wise ℓ2-distance, · is dot
product and Ni is the ith agent’s neighboring set. For the
kth interaction category, we assign a function ϕ

(ℓ)
e,k(·) that is

implemented by MLP to model how the interaction works.
The social influence from agent j to agent i is modeled

by the coordinates’ difference between the two agents. The
intuition behind this design is that the mutual force between
two objects is always in the direction of the line they formed.

Note that for most scenarios, we do not have an explicit
definition of interacted "neighbors", thus we use a fully-
connected graph structure, which means every agent’s neigh-
bors include all other agents. For some special cases with
massive nodes, like point clouds, we construct a local neigh-
boring set by choosing neighbors within a distance threshold.

Equivariant non-linear function According to Eq. (2)
and Eq. (3), the operation of inner-agent attention and inter-
agent aggregation are linear combinations with agents’ coor-
dinates. It is well known that non-linear operation is the key
to improving neural networks’ expressivity. Therefore, we
propose an equivariant non-linear function to enhance the
representation ability of our prediction network while pre-
serving equivariance. The key idea is proposing a criterion
with the invariance property for splitting different condi-
tions, and for each condition design an equivariant equation.
Mathematically, the non-linear function is
Q

(ℓ)
i = W

(ℓ)
Q (G

(ℓ)
i − G(ℓ)

), K
(ℓ)
i = W

(ℓ)
K (G

(ℓ)
i − G(ℓ)

),

g
(ℓ+1)
i,c =


q
(ℓ)
i,c + G(ℓ)

if ⟨q(ℓ)
i,c ,k

(ℓ)
i,c ⟩ ≥ 0,

q
(ℓ)
i,c − ⟨q(ℓ)

i,c ,
k
(ℓ)
i,c

||k(ℓ)
i,c ||2

⟩
k
(ℓ)
i,c

||k(ℓ)
i,c ||2

+ G(ℓ)
otherwise,

where Q
(ℓ)
i and K

(ℓ)
i is the learned query coordinates and

key coordinates, W(ℓ)
K ∈ RC×C are learnable matrices for

queries and keys. G(ℓ)
is the mean coordinates over all

agents and all coordinates. q(ℓ)
i,c , k(ℓ)

i,c is the cth coordinate of

Q
(ℓ)
i and K

(ℓ)
i . ⟨·, ·⟩ is the vector inner product.

For every geometric coordinate g(ℓ)
i,c , we learn a query co-

ordinate q
(ℓ)
i,c and a key coordinate k

(ℓ)
i,c . We set the criterion

as the inner product of the query coordinate and the key co-
ordinate. If the inner product is positive, we directly take the
value of the query coordinate as output; otherwise, we clip
the query coordinate vector by moving out its parallel com-
ponents with the key coordinate vector. Finally, we obtain
the ith agent’s geometric features of the next layer G(l+1)

i by
gathering all the coordinates g(l+1)

i,c . The non-linear function
is equivariant, since the criterion is invariant and the two
equations under two conditions are equivariant.

4.4. Invariant Pattern Feature Learning
The invariant pattern feature learning aims to obtain a

more representative agent pattern feature through interacting
with neighbors. Here we learn the agent’s pattern feature
with an invariant message passing mechanism. Specially, we
add the relative geometric feature difference into the edge
modeling in the message passing to complement the infor-
mation of relationships between agent absolute locations,
which cannot be obtained by solely using the pattern fea-
tures. Given the ith agent’s pattern feature h

(ℓ)
i ∈ RD and

geometric feature G
(ℓ)
i ∈ RC×n, the next layer’s pattern

feature h
(l+1)
i is obtained by

m
(ℓ)
ij = ϕ(ℓ)

m ([h
(ℓ)
i ;h

(ℓ)
j ; ||G(ℓ)

i −G
(ℓ)
j ||2,col]),

p
(ℓ)
i =

∑
j∈N (i)

m
(ℓ)
ij , h

(l+1)
i = ϕ

(ℓ)
h ([h

(ℓ)
i ;p

(ℓ)
i ]).

Here m
(ℓ)
ij is the edge features and p

(ℓ)
i is the aggregated

neighboring features in the message passing. || · ||2,col is
a column-wise ℓ2-distance and [· ; ·] denotes concatenation.
Functions ϕ(ℓ)

m (·) and ϕ
(ℓ)
h (·) are implemented by MLPs.

4.5. Equivariant Output Layer
After total L feature learning layers, we obtain the final

ith agent’s geometric feature G
(L)
i and pattern feature h

(L)
i .

We use the geometric feature for the final prediction by a
linear operation for equivariance: for the ith agent:

Ŷi = Wout(G
(ℓ)
i −G(ℓ)

) +G(ℓ)
,

where Wout ∈ RTf×D is a learnable weight matrix. Fi-
nally, we gather all the agent prediction Ŷi to have the final
predicted motions Ŷ.

4.6. Theoretical Analysis
In this section, we analyze our network’s equivariance

property and the interaction reasoning module’s invariance
property, as stated in the following theorem. Let G(ℓ) ∈
RM×C×n be all agents’ geometric features, H(ℓ) ∈ RM×D

be all agents’ pattern features at the ℓth layer, and {cij} be
the set of all the interaction categorical vectors.
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Theorem 1 For arbitrary translation vector t ∈ Rn and
rotation (or reflection) matrix R ∈ SO(n), the modules with
equivariance and invariance in our network satisfy:

1. For the initialization layer FIL(·), the initial geomet-
ric feature is equivariant and the initial pattern feature is
invariant:

G(0)R+ t, H(0) = FIL(XR+ t).

2. The reasoning module FIRM(·) along with reasoned
interaction categorical vectors {cij} is invariant:

{cij} = FIRM(G(0)R+ t,H(0)).

3. The ℓth geometric feature learning layer F (ℓ)
EGFL(·) is

equivariant:

G(l+1)R+ t = F (ℓ)
EGFL(G

(ℓ)R+ t,H(ℓ), {cij}).
4. The ℓth pattern feature learning layer F (ℓ)

IPFL(·) is
invariant:

H(l+1) = F (ℓ)
IPFL(G

(ℓ)R+ t,H(ℓ)).

5. The output layer FEOL(·) is equivariant:

ŶR+ t = FEOL(G(L)R+ t).

See the detailed proof in Appendix. Theorem 1 presents
the equivariance/invariance properties with the Euclidean
transformation for each operation in the proposed network.
Based on Theorem 1, by combining all network operations
together, we can show that the whole network is equivariant:

Corollary 1 For arbitrary translation vector t ∈ Rn and
rotation matrix R ∈ SO(n), our whole network EqMotion
Fpred(·) satisfies:

ŶR+ t = Fpred(XR+ t).

5. Experiment
In this section, we validate our method on four different

scenarios: particle dynamics, molecule dynamics, 3D human
skeleton motion, and pedestrian trajectories. The detailed
dataset description, implementation details, and additional
experiment results are elaborated in the Appendix.

Metric We use: i) Average Displacement Error (ADE)
and Final Displacement Error (FDE). ADE/FDE is the ℓ2 dis-
tance of the predicted whole motion/endpoint to the ground
truth of the whole motion/endpoint; ii) Mean Per Joint Posi-
tion Error (MPJPE). It records average ℓ2 distance between
predicted joints and target ones at each future timestamp.

5.1. Scenario 1: Particle Dynamic Prediction
We use the particle N -body simulation [28] in a 3D space

similar to [14, 58]. In the Springs simulation, particles are
randomly connected by a spring. In the Charged simulation,
particles are randomly charged or uncharged.

Validation on interaction reasoning Since we can get
the ground-truth interaction through simulation, we evaluate
the ability of interaction reasoning as a category recognition
task. To evaluate the robustness of the reasoning result with

Table 1. Interaction recognition accuracy and consistency (mean ±
std in % in 5 independent runs) on the physical simulation.

Model Springs Charged
Accuracy Consistency Accuracy Consistency

Corr.(path) [28] 58.1 ± 0.0 99.8 ± 0.1 57.5 ± 0.1 87.9 ± 0.1
Corr.(LSTM) [28] 53.5 ± 0.5 92.4 ± 2.1 57.2 ± 0.4 91.7 ± 1.1

EGNN [58] 61.0 ± 1.3 100.0 ± 0.0 58.2 ± 1.4 100.0 ± 0.0
NRI [28] 93.0 ± 1.1 93.7 ± 1.2 70.0 ± 0.6 88.5 ± 1.3
dNRI [17] 93.3 ± 2.0 89.6 ± 2.0 70.4 ± 1.7 83.6 ± 1.8

Ours 97.6 ± 1.1 100.0 ± 0.0 80.9 ± 3.4 100.0 ± 0.0
Supervised 98.7 ± 0.2 100.0 ± 0.0 97.4 ± 0.2 100.0 ± 0.0

Figure 3. Comparison of displacement error across different times-
tamps on the physical simulation.

the Euclidean transformation, we introduce recognition "con-
sistency", which is the ratio of the same recognition result
under 20 random Euclidean transformations. The "Super-
vised" represents an upper bound that uses the ground-truth
category to train the model. Table 1 reports the comparison
of reasoning results on both springs and charged simulations,
for recognizing whether there is a spring connection or elec-
trostatic force. We see that i) our method achieves significant
improvement on the recognition accuracy and has more ro-
bust reasoning results due to the invariance of our reasoning
module; and ii) our method achieves a close performance
to the upper bound, reflecting that our method is capable of
reasoning a robust and accurate interaction category.

Validation on future prediction We conduct the experi-
ment to evaluate the prediction performance on the charged
settings. Figure 3 compares the displacement error at all
future timestamps of different methods. We see that our
method (red line) achieves state-of-the-art prediction perfor-
mance, reflecting our model’s efficiency in future prediction.

5.2. Scenario 2: Molecule Dynamic Prediction
We adopt the MD17 [7] dataset which contains the mo-

tions of different molecules generated via a molecular dy-
namics simulation environment. The goal is to predict the
motions of every atom of the molecule. We randomly pick
four kinds of molecules: Aspirin, Benzene, Ethanol and Mal-
onaldehyde and learn a prediction model for each molecule.

Table 4 presents the comparison of different motion pre-
diction methods. We achieve state-of-the-art prediction per-
formance on all four molecules. The ADE/FDE across four
molecules is decreased by 34.2%/30.1% on average.
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Table 2. Comparisons of short-term skeleton motion prediction on 11 representative actions and average results across all actions on H3.6M.
Motion Walking Eating Smoking Discussion Directions Phoning

millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
Res-sup. (CVPR’17) 29.4 50.8 76.0 81.5 16.8 30.6 56.9 68.7 23.0 42.6 70.1 82.7 32.9 61.2 90.9 96.2 35.4 57.3 76.3 87.7 38.0 69.3 115.0 126.7
Traj-GCN (ICCV’19) 12.3 23.0 39.8 46.1 8.4 16.9 33.2 40.7 7.9 16.2 31.9 38.9 12.5 27.4 58.5 71.7 9.0 19.9 43.4 53.7 10.2 21.0 42.5 52.3
DMGNN (CVPR’20) 17.3 30.7 54.6 65.2 11.0 21.4 36.2 43.9 9.0 17.6 32.1 40.3 17.3 34.8 61.0 69.8 13.1 24.6 64.7 81.9 12.5 25.8 48.1 58.3
MSRGCN (ICCV’21) 12.2 22.7 38.6 45.2 8.4 17.1 33.0 40.4 8.0 16.3 31.3 38.2 12.0 26.8 57.1 69.7 8.6 19.7 43.3 53.8 10.1 20.7 41.5 51.3

PGBIG (CVPR’22) 10.2 19.8 34.5 40.3 7.0 15.1 30.6 38.1 6.6 14.1 28.2 34.7 10.0 23.8 53.6 66.7 7.2 17.6 40.9 51.5 8.3 18.3 38.7 48.4
SPGSN (ECCV’22) 10.1 19.4 34.8 41.5 7.1 14.9 30.5 37.9 6.7 13.8 28.0 34.6 10.4 23.8 53.6 67.1 7.4 17.2 39.8 50.3 8.7 18.3 38.7 48.5

EqMotion (Ours) 9.0 17.5 32.6 39.2 6.3 13.6 28.9 36.5 5.5 11.3 23.0 29.3 8.2 18.9 42.1 53.9 6.3 15.8 38.9 50.1 7.4 16.7 36.9 47.0
Motion Posing Sitting Sitting Down Waiting Walking Together Average

millisecond 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400 80 160 320 400
Res-sup. (CVPR’17) 36.1 69.1 130.5 157.1 42.6 81.4 134.7 151.8 47.3 86.0 145.8 168.9 30.6 57.8 106.2 121.5 26.8 50.1 80.2 92.2 34.7 62.0 101.1 115.5
Traj-GCN (ICCV’19) 13.7 29.9 66.6 84.1 10.6 21.9 46.3 57.9 16.1 31.1 61.5 75.5 11.4 24.0 50.1 61.5 10.5 21.0 38.5 45.2 12.7 26.1 52.3 63.5
DMGNN (CVPR’20) 15.3 29.3 71.5 96.7 11.9 25.1 44.6 50.2 15.0 32.9 77.1 93.0 12.2 24.2 59.6 77.5 14.3 26.7 50.1 63.2 17.0 33.6 65.9 79.7
MSRGCN (ICCV’21) 12.8 29.4 67.0 85.0 10.5 22.0 46.3 57.8 16.1 31.6 62.5 76.8 10.7 23.1 48.3 59.2 10.6 20.9 37.4 43.9 12.1 25.6 51.6 62.9

PGBIG (CVPR’22) 10.7 25.7 60.0 76.6 8.8 19.2 42.4 53.8 13.9 27.9 57.4 71.5 8.9 20.1 43.6 54.3 8.7 18.6 34.4 41.0 10.3 22.7 47.4 58.5
SPGSN (ECCV’22) 10.7 25.3 59.9 76.5 9.3 19.4 42.3 53.6 14.2 27.7 56.8 70.7 9.2 19.8 43.1 54.1 8.9 18.2 33.8 40.9 10.4 22.3 47.1 58.3

EqMotion (Ours) 8.2 18.9 43.4 57.5 8.1 18.0 41.2 52.9 13.0 26.5 56.2 70.7 7.6 17.4 39.9 51.1 7.8 16.1 30.6 37.1 9.1 20.1 43.7 55.0

Table 3. Comparisons of long-term skeleton motion prediction on 8 representative actions and average results across all actions on H3.6M.
Motion Walking Eating Smoking Discussion Greeting Phoning Posing Walking Together Average

millisecond 560ms 1000ms 560ms 1000ms 560ms 1000ms 560ms 1000ms 560ms 1000ms 560ms 1000ms 560ms 1000ms 560ms 1000ms 560ms 1000ms
Res-Sup. [50] 81.7 100.7 79.9 100.2 94.8 137.4 121.3 161.7 156.3 184.3 143.9 186.8 165.4 236.8 173.6 202.3 129.2 165.0
Traj-GCN [47] 54.1 59.8 53.4 77.8 50.7 72.6 91.6 121.5 115.4 148.8 69.2 103.1 114.5 173.0 55.0 65.6 81.6 114.3
DMGNN [41] 71.4 85.8 58.1 86.7 50.9 72.2 81.9 138.3 144.5 170.5 71.3 108.4 125.5 188.2 70.5 86.9 93.6 127.6
MSRGCN [9] 52.7 63.0 52.5 77.1 49.5 71.6 88.6 117.6 116.3 147.2 68.3 104.4 116.3 174.3 52.9 65.9 81.1 114.2
PGBIG [44] 48.1 56.4 51.1 76.0 46.5 69.5 87.1 118.2 110.2 143.5 65.9 102.7 106.1 164.8 51.9 64.3 76.9 110.3
SPGSN [40] 46.9 53.6 49.8 73.4 46.7 68.6 89.7 118.6 111.0 143.2 66.7 102.5 110.3 165.4 49.8 60.9 77.4 109.6

EqMotion (Ours) 43.4 52.8 48.4 73.0 41.0 63.4 75.3 105.6 108.7 142.0 64.7 101.0 84.9 139.4 44.5 56.0 73.4 106.9

Table 4. Prediction ADE/FDE (×10−2) on the MD17 dataset.

Aspirin Benzene Ethanol Malonaldehyde

Radial Field [31] 17.98/26.20 7.73/12.47 8.10/10.61 16.53/25.10
TFN [61] 15.02/21.35 7.55/12.30 8.05/10.57 15.21/24.32

SE(3)-Trans [14] 15.70/22.39 7.62/12.50 8.05/10.86 15.44/24.47
EGNN [58] 14.61/20.65 7.50/12.16 8.01/10.22 15.21/24.00

LSTM 17.59/24.79 6.06/9.46 7.73/9.88 15.14/22.90
S-LSTM [1] 13.12/18.14 3.06/3.52 7.23/9.85 11.93/18.43

NRI [28] 12.60/18.50 1.89/2.58 6.69/8.78 12.79/19.86
NMMP [22] 10.41/14.67 2.21/3.33 6.17/7.86 9.50/14.89

GroupNet [69] 10.62/14.00 2.02/2.95 6.00/7.88 7.99/12.49
EqMotion(Ours) 5.95/8.38 1.18/1.73 5.05/7.02 5.85/9.02

5.3. Scenario 3: Human Skeleton Motion Prediction
We conduct experiments on the Human 3.6M (H3.6M)

dataset [25] for 3D human skeleton motion prediction.
H3.6M contains 7 subjects performing 15 actions. Follow-
ing the standard paradigm [41, 50], we train the models on 6
subjects and tested on the specific clips of the 5th subject.

Short-term motion prediction Short-term motion pre-
diction aims to predict future poses within 400 milliseconds.
We compare EqMotion with six state-of-the-art methods. Ta-
ble 2 presents the comparison of prediction MPJPEs. See
the overall result in the Appendix. We see that i) EqMotion
obtains superior performance at most timestamps across all
the actions; and ii) compared to the baselines, EqMotion
achieves much lower MPJPEs by 8.6% on average.

Long-term motion prediction Long-term motion predic-
tion aims to predict the poses over 400 milliseconds. Table 3
presents the prediction MPJPEs of various methods. We see
that EqMotion achieves more effective prediction on most
actions and has lower MPJPEs by 3.8 % on average.

Visualization results Figure 4 visualizes and compares
the predictions on H3.6M. Baselines fail to predict future
movements. EqMotion completes the action more precisely.

The quantitative and visualization results reveal that Eq-

Traj-GCN

SPGSN

EqMotion
(Ours)

G.T.

40 200 360 520 680 840 1000Time (ms) 0
Figure 4. Qualitative comparison on the action ‘Sitting Down’ of
H3.6M. EqMotion completes the action more accurately.

Motion outperforms many previous methods that are task-
specific, reflecting the effectiveness of EqMotion.

5.4. Scenario 4: Pedestrian Trajectory Prediction
We conduct experiments on pedestrian trajectory predic-

tion using the ETH-UCY dataset [34, 54], which contains 5
subsets, ETH, HOTEL, UNIV, ZARA1, and ZARA2. Fol-
lowing the standard setting [1,20,76], we use 3.2 seconds (8
timestamps) to predict the 4.8 seconds (12 timestamps).

Here we apply our EqMotion to two prediction modes:
deterministic and multi-prediction. Deterministic means the
model only outputs a single prediction for each input motion.
Multi-prediction means the model has 20 predictions for
each input motion. Under multi-prediction, ADE and FDE
will be calculated by the best-performed predicted motion.
To adapt to multi-prediction, we slightly modify EqMotion
to repeat the last feature updating layer and the output layer
20 times in parallel to have a multi-head prediction, see the
details in the Appendix. Table 5 compares our method with
sixteen baselines. We observe that i) EqMotion achieves
state-of-the-art performance with the lowest average ADE
and FDE, outperforming many baseline methods that are
specifically designed for this task. EqMotion reduces the
FDE by 10.4% and 7.9% under deterministic and multi-
prediction settings; and ii) EqMotion achieves the best or the
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Table 5. Prediction performance on the ETH-UCY dataset. The
bold/underline font denotes the best/second best result.

Performance (ADE/FDE)

Deterministic ETH Hotel Univ Zara1 Zara2 Average

S-LSTM [1] 1.09/2.35 0.79/1.76 0.67/1.40 0.47/1.00 0.56/1.17 0.72/1.54
SGAN-ind [20] 1.13/2.21 1.01/2.18 0.60/1.28 0.42/0.91 0.52/1.11 0.74/1.54

Traj++ [55] 1.02/2.00 0.33/0.62 0.53/1.19 0.44/0.99 0.32/0.73 0.53/1.11
TransF [16] 1.03/2.10 0.36/0.71 0.53/1.32 0.44/1.00 0.34/0.76 0.54/1.17

MemoNet [70] 1.00/2.08 0.35/0.67 0.55/1.19 0.46/1.00 0.37/0.82 0.55/1.15
EqMotion(Ours) 0.96/1.92 0.30/0.58 0.50/1.10 0.39/0.86 0.30/0.68 0.49/1.03

Multi-prediction ETH Hotel Univ Zara1 Zara2 Average

SGAN [20] 0.87/1.62 0.67/1.37 0.76/0.52 0.35/0.68 0.42/0.84 0.61/1.21
NMMP [22] 0.61/1.08 0.33/0.63 0.52/1.11 0.32/0.66 0.43/0.85 0.41/0.82
Traj++ [55] 0.61/1.02 0.19/0.28 0.30/0.54 0.24/0.42 0.18/0.31 0.30/0.51

PECNet [45] 0.54/0.87 0.18/0.24 0.35/0.60 0.22/0.39 0.17/0.30 0.29/0.48
Agentformer [76] 0.45/0.75 0.14/0.22 0.25/0.45 0.18/0.30 0.14/0.24 0.23/0.39

GroupNet [69] 0.46/0.73 0.15/0.25 0.26/0.49 0.21/0.39 0.17/0.33 0.25/0.44
MID [18] 0.39/0.66 0.13/0.22 0.22/0.45 0.17/0.30 0.13/0.27 0.21/0.38

GP-Graph [2] 0.43/0.63 0.18/0.30 0.24/0.42 0.17/0.31 0.15/0.29 0.23/0.39
EqMotion(Ours) 0.40/0.61 0.12/0.18 0.23/0.43 0.18/0.32 0.13/0.23 0.21/0.35

Table 6. Ablation study on key modules of EqMotion on H3.6M.

EGFL IPFL IRM 80ms 160ms 320ms 400ms Average

12.9 31.9 68.2 82.4 48.9
✓ 10.1 22.6 48.7 60.7 35.5
✓ ✓ 9.2 20.8 45.4 57.0 33.1
✓ ✓ ✓ 9.1 20.1 43.7 55.0 32.0

Table 7. Ablation study on operations in the equivariant geometric
feature learning on H3.6M dataset.

Ablation 80ms 160ms 320ms 400ms Average

w/o Inner att 9.2 20.5 44.3 55.7 32.4
w/o Inter agg 9.7 22.0 47.2 58.9 34.5
w/o Non-linear 9.4 21.3 46.7 58.6 34.0
EqMotion 9.1 20.1 43.7 55.0 32.0

second best ADE/FDE result on most subsets, reflecting its
effectiveness on the pedestrian trajectory prediction.

5.5. Ablation Studies
Effect of network modules We explore the effect of three

proposed key modules in EqMotion on the H3.6M dataset,
including the equivariant geometric feature learning (EGFL),
the invariant pattern feature learning (IPFL) and the invariant
reasoning module (IRM). Table 6 presents the experimental
result. It is observed that i) the proposed three key modules
all contribute to an accurate prediction; and ii) the equiv-
ariant geometric feature learning module is most important
since learning a comprehensive equivariant geometric fea-
ture directly for prediction is the most important.

Effect of equivariant operations We explore the effect of
three proposed operations in the equivariant feature learning
module in EqMotion, including the inner-agent attention
(Inner att), inter-agent aggregation (Inter agg) and non-linear
function (Non-linear). Table 7 presents the results. We
see that the proposed three key operations all contribute to
promoting an accurate prediction.

Different amounts of training data Figure 5 presents the
comparison of model performance under different amounts
of training data on H3.6M. We see that i) our method

Figure 5. Comparison of model performance on different amounts
of data in short-term prediction on H3.6M dataset.

(CVPR’20)

(ECCV’20)
(ECCV’22)

(ICCV’19) (ICCV’21)

Figure 6. Comparison of model size and MPJPE in short-term
prediction on H3.6M dataset. The target means the ideal model.

achieves the best prediction performance under all training
data ratios; and ii) our method even outperforms some full-
data using baselines by only using 5% of training data since
the equivariant design promotes the network generalization
ability under Euclidean transformations.

Model size Figure 6 compares EqMotion to existing meth-
ods in terms of the model size and prediction results in short-
term prediction on H3.6M. We can observe that EqMotion
has the smallest model size (less than 30% of other models’
sizes) with the lowest MPJPE thanks to the equivariant de-
sign that compacts the model free from generalizing over
rotations and translations of the data.

6. Conclusion
In this work, we present EqMotion, a motion prediction

network that is theoretically equivariant under Euclidean
transformations. EqMotion includes three novel designs: the
equivariant geometric feature learning, the invariant pattern
feature learning and the invariant reasoning module. We
evaluate our method on four different scenarios and our
method achieves state-of-the-art prediction performance.
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