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Abstract

End-to-end text spotting aims to integrate scene text de-
tection and recognition into a unified framework. Deal-
ing with the relationship between the two sub-tasks plays
a pivotal role in designing effective spotters. Although
Transformer-based methods eliminate the heuristic post-
processing, they still suffer from the synergy issue between
the sub-tasks and low training efficiency. In this paper, we
present DeepSolo, a simple DETR-like baseline that lets
a single Decoder with Explicit Points Solo for text detec-
tion and recognition simultaneously. Technically, for each
text instance, we represent the character sequence as or-
dered points and model them with learnable explicit point
queries. After passing a single decoder, the point queries
have encoded requisite text semantics and locations, thus
can be further decoded to the center line, boundary, script,
and confidence of text via very simple prediction heads in
parallel. Besides, we also introduce a text-matching cri-
terion to deliver more accurate supervisory signals, thus
enabling more efficient training. Quantitative experiments
on public benchmarks demonstrate that DeepSolo outper-
forms previous state-of-the-art methods and achieves better
training efficiency. In addition, DeepSolo is also compati-
ble with line annotations, which require much less annota-
tion cost than polygons. The code is available at https:
//github.com/ViTAE-Transformer/DeepSolo.

1. Introduction

Detecting and recognizing text in natural scenes, a.k.a.
text spotting, has drawn increasing attention due to its wide
range of applications [5, 34, 56, 59], such as autonomous
driving [57] and intelligent navigation [7]. How to deal with
the relationship between detection and recognition is a long-
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Figure 1. Comparison of pipelines and query designs. TrEnc.
(TrDec.): Transformer encoder (decoder). Char: character.

standing problem in designing the text spotting pipeline and
has a significant impact on structure design, spotting perfor-
mance, training efficiency, and annotation cost, etc.

Most pioneering end-to-end spotting methods [16,25,28,
29,31,37,43,44,51] follow a detect-then-recognize pipeline,
which first detects text instances and then exploits Region-
of-Interest (RoI) based connectors to extract features within
the detected area, finally feeds them into the following rec-
ognizer (Fig. 1a). Although these methods have achieved
great progress, there are two main limitations. 1) An extra
connector for feature alignment is indispensable. Moreover,
some connectors require polygon annotations, which are
not applicable when only weak annotations are available.
2) Additional efforts are desired to address the synergy is-
sue [17,62] between the detection and recognition modules.
In contrast, the segmentation-based methods [49, 53] try to
isolate the two sub-tasks and complete spotting in a paral-
lel multi-task framework with a shared backbone (Fig. 1b).
Nevertheless, they are sensitive to noise and require group-
ing post-processing to gather unstructured components.

Recently, Transformer [47] has improved the perfor-
mance remarkably for various computer vision tasks [9, 10,
23, 32, 33, 40, 46, 50, 54, 60], including text spotting [17, 21,
39, 61]. Although the spotters [21, 61] based on DETR [3]
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can get rid of the connectors and heuristic post-processing,
they lack efficient joint representation to deal with scene
text detection and recognition, e.g., requiring an extra RNN
module in TTS [21] (Fig. 1d) or exploiting individual Trans-
former decoder for each sub-task in TESTR [61] (Fig. 1e).
The generic object query exploited in TTS fails to consider
the unique characteristics of scene text, e.g., location and
shape. While TESTR uses point queries with box positional
prior that is coarse for point predicting, and the queries are
different for detection and recognition, introducing unex-
pected heterogeneity. Consequently, these designs have a
side effect on the performance and training efficiency [55].

In this paper, we propose a novel query form based on
explicit point representations of text lines. Built upon it,
we present a succinct DETR-like baseline that lets a sin-
gle Decoder with Explicit Points Solo (dubbed DeepSolo)
for detection and recognition simultaneously (Fig. 1c and
Fig. 1f). Technically, for each instance, we first represent
the character sequence as ordered points, where each point
has explicit attributes of position, offsets to the top and bot-
tom boundary, and category. Specifically, we devise top-K
Bezier center curves to fit scene text instances with arbitrary
shape and sample a fixed number of on-curve points cov-
ering characters in each text instance. Then, we leverage
the sampled points to generate positional queries and guide
the learnable content queries with explicit positional prior.
Next, we feed the image features from the Transformer en-
coder and the point queries into a single Transformer de-
coder, where the output queries are expected to have en-
coded requisite text semantics and locations. Finally, we
adopt several very simple prediction heads (a linear layer or
MLP) in parallel to decode the queries into the center line,
boundary, script, and confidence of text, thereby solving de-
tection and recognition simultaneously.

In summary, the main contributions are three-fold: 1)
We propose DeepSolo, i.e., a succinct DETR-like baseline
with a single Transformer decoder and several simple pre-
diction heads, to solve text spotting efficiently. 2) We pro-
pose a novel query form based on explicit points sampled
from the Bezier center curve representation of text instance
lines, which can efficiently encode the position, shape, and
semantics of text, thus helping simplify the text spotting
pipeline. 3) Experimental results on public datasets demon-
strate that DeepSolo is superior to previous representative
methods in terms of spotting accuracy, training efficiency,
and annotation flexibility.

2. Related Works

2.1. Connector-based Text Spotters

Recent works focus on developing end-to-end spotters.
Most of them craft RoI [14] based or Thin-Plate Splines
(TPS) [2] based connectors to bridge detection and recogni-

tion modules. In [11, 16, 28], given the detection results,
RoI-Align or its variant is exploited to extract text fea-
tures for the following recognizer. Mask TextSpotter se-
ries [24, 25, 37] conduct character segmentation in recogni-
tion. GLASS [44] devises a plug-in global-to-local atten-
tion module with Rotated-RoIAlign for strong recognition.
In comparison, [42, 48] use TPS to rectify curve texts with
control points. To better rectify curve texts, ABCNet se-
ries [29,31] propose the BezierAlign module using parame-
terized Bezier curve. Although these methods successfully
bridge text detection and recognition, they ignore the syn-
ergy issue [17,62] between the two tasks. To overcome this
dilemma, SwinTextSpotter [17] proposes a tailored Recog-
nition Conversion module to back-propagate recognition in-
formation to the detector. Although the above methods have
achieved remarkable progress, they require an extra RoI-
based or TPS-based connector. Since some connectors re-
quire polygon annotations, the methods may be not applica-
ble to scenarios with only weak position annotations (e.g.,
lines). Moreover, a more effective and simpler solution is
also expected to address the synergy issue.

2.2. Connector-free Text Spotters

To get rid of the extra connector, segmentation-based
methods [49, 53] adopt parallel branches to segment char-
acters and instances. However, they tend to be vulnera-
ble to noise and rely on heuristic grouping. In contrast,
SRSTS [52] estimates positive anchors for each instance,
then adopts a text shape segmentation branch and a self-
reliant sampling recognition branch in parallel to effectively
decouple detection and recognition. Nevertheless, it needs
NMS for post-processing.

Inspired by DETR family [3, 63], recent works [21, 39,
61] explore the Transformer framework without RoI-Align
and complicated post-processing. TESTR [61] adopts two
parallel Transformer decoders for detection and recogni-
tion. TTS [21] adds an RNN recognizer into Deformable-
DETR [63] and shows its potential on weak annotations.
SPTS [39] follows the sequence prediction paradigm [4]
and demonstrates that using single-point or even script-only
annotations is feasible and promising.

Although these methods unlock the potential of Trans-
former in text spotting, there are still some limitations. For
example, the vanilla or individual queries used in TTS and
TESTR cannot efficiently encode text features (e.g., loca-
tion, shape, and semantics), affecting the training efficiency
[55] and even increasing the complexity of the pipeline. The
box annotations used in TTS might not be ideal [39] for
scene text since the box contains a certain portion of back-
ground regions and even other texts, thus introducing extra
noise. SPTS, TTS, and our work provide more comprehen-
sive but different supervision solutions for the community.
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Figure 2. The overall architecture of DeepSolo. We propose an explicit query form based on the points sampled from the Bezier center
curve representation of text, solving spotting with a single decoder and simple prediction heads in a unified and concise framework.

3. Methodology
In this paper, we propose DeepSolo for text spotting.

DeepSolo aims at achieving detection and recognition si-
multaneously and efficiently with a single Transformer de-
coder by digging into the close relationship between them.

3.1. Overview

Preliminary. Bezier curve, firstly introduced into text spot-
ting by ABCNet [29], can flexibly fit the shape of scene
text with a certain number of control points. Different from
ABCNet which crops features with BezierAlign, we ex-
plore the distinctive utilization of Bezier curve in the DETR
framework. More details of the Bezier curve generation can
be referred to [29, 31]. Given four Bezier control points1

for each side (top and bottom) of a text instance, we sim-
ply compute Bezier control points for the center curve by
averaging the corresponding control points on top and bot-
tom sides. Then, a fixed number of N points are uniformly
sampled on the center, top, and bottom curves, serving as
the ground truth. Note that the order of the points is in line
with the text reading order.
Model Architecture. The overall architecture is illustrated
in Fig. 2. After receiving the image features from the en-
coder equipped with deformable attention [63], Bezier cen-
ter curve proposals and their scores are generated. Then,
the top-K scored ones are selected. For each selected
curve proposal represented by four Bezier control points,
N points are uniformly sampled on the curve. The coordi-
nates of these points are encoded as positional queries and
added to the learnable content queries, forming the com-
posite queries. Next, the composite queries are fed into the
decoder to gather useful text features via deformable cross-

1Provided by ABCNet [29]

attention. Following the decoder, four simple parallel heads
are adopted, each of which is responsible for solving a spe-
cific task.

3.2. Top-K Bezier Center Curve Proposals

Different from the box proposal adopted in previous
works [18,55,58,61,63], which has the drawbacks in repre-
senting text with arbitrary shape, we design a simple Bezier
center curve proposal scheme from the text center line per-
spective. It can efficiently fit scene text and distinguish one
from others, which also makes the usage of line annota-
tions possible. Specifically, given the image features from
the encoder, on each pixel of the feature maps, a 3-layer
MLP (8-dim in the last layer) is used to predict offsets to
four Bezier control points, determining a curve that repre-
sents one text instance. Let i index a pixel from features
at level l ∈ {1, 2, 3, 4} with 2D normalized coordinates
p̂i = (p̂ix, p̂iy) ∈ [0, 1]

2, its corresponding Bezier control
points BPi = {b̄pi0 , b̄pi1 , b̄pi2 , b̄pi3} are predicted:

b̄pij = (σ(∆pixj
+σ−1(p̂ix)), σ(∆piyj

+σ−1(p̂iy))), (1)

where j ∈ {0, 1, 2, 3}, σ is the sigmoid function. The MLP
head only predicts the offsets ∆pi{x0,y0,...,x3,y3}. More-
over, we use a linear layer for text or not text classification.
And top-K scored curves are selected as the proposals.

3.3. Point Query Modeling for Text Spotting

Query Initialization. Given the top-K proposals B̂P k(k ∈
{0, 1, . . . ,K − 1}), we uniformly sample N points on each
curve according to the Bernstein Polynomials [35]. Here,
we get normalized point coordinates Coords of shape K ×
N × 2 in each image. The point positional queries Pq of
shape K ×N × 256 are generated by:

Pq = MLP (PE(Coords)), (2)
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where PE represents the sinusoidal positional encoding
function. Following [27], we also adopt a 2-layer MLP
head with the ReLU activation for further projection. On
the other side, we initialize point content queries Cq using
learnable embeddings. Then, we add Pq to Cq to get the
composite queries Qq:

Qq = Cq + Pq. (3)

We empirically exploit unshared point embeddings for Cq ,
i.e., N point content queries of shape N × 256 in one text
instance are used for each of the K proposals.
Query Update in the Decoder. After obtaining the com-
posite queries Qq , we feed them into the Transformer de-
coder. We follow previous works [8, 55, 61] to firstly mine
the relationship between point queries within one text in-
stance using an intra-group self-attention across dimension
N . Here, keys are the same with queries while values only
contain the content part: Kq = Qq , Vq = Cq . Then, an
inter-group self-attention is conducted across K instances
to capture the relationship between different instances. The
updated composite queries are further sent into the de-
formable cross-attention to aggregate multi-scale text fea-
tures from the encoder. The point coordinates Coords are
used as the reference points in the deformable attention.

With the explicit point information flowing in the de-
coder, we adopt a 3-layer MLP head to predict the off-
sets and update point coordinates after each decoder layer.
Then, the updated coordinates will be transformed into new
positional queries by Eq. (2).

3.4. Task Prediction

After getting queries of shape K × N × 256 from de-
coder for each image, we adopt simple prediction heads to
solve sub-tasks. (1) Instance classification. We use a lin-
ear projection for binary classification (text or background).
During inference, we take the mean of N scores as the con-
fidence score for each instance. (2) Character classifica-
tion. As the points are uniformly sampled on the center
curve of each text to cover characters, each point query rep-
resents a specific class (including background). We adopt
a linear projection to perform character classification. (3)
Center curve points. Given the explicit point coordinates
Coords, a 3-layer MLP head MLPcoord is used to predict
the coordinate offsets from reference points to ground truth
points on the center curve. (4) Boundary points. Similarly,
a 3-layer MLP head MLPbd is used to predict the offsets to
the ground truth points on the top and bottom curves.

3.5. Optimization

Bipartite Matching. After obtaining the prediction set Ŷ
from the four heads and the ground truth set Y , we use the
Hungarian algorithm [22] to get an optimal injective func-
tion φ : [Y ] 7→ [Ŷ ] that minimizes the matching cost C:

argmin
φ

G−1∑
g=0

C(Y (g), Ŷ (φ(g))), (4)

where G is the number of ground truth instances per image.
Regarding the cost C, previous work [61] only considers

the class and position similarity while ignoring the similar-
ity of the text script. However, matched pairs with simi-
lar positions may be quite different in texts, which could
increases the optimization difficulty. TTS [21] proposes a
cross-entropy-based text matching criterion to address this
issue, but it is not applicable to our method since the char-
acter predictions are not aligned with the ground truth due
to background class and repeated characters. We introduce
a text matching criterion based on the typical Connection-
ist Temporal Classification loss [13] which copes with the
length inconsistency issue. For the g-th ground truth and its
matched query, the complete cost function is:

C(Y (g), Ŷ (φ(g))) =λclsFL′(b̂(φ(g))) + λtextCTC(t(g), t̂(φ(g)))

+ λcoord

N−1∑
n=0

∥∥∥p(g)n − p̂(φ(g))
n

∥∥∥ , (5)

where λcls, λtext, and λcoord are hyper-parameters to balance
different tasks. b̂(φ(g)) is the probability for the text-only
instance class. The same as [61], FL′ is defined as the dif-
ference between the positive and negative term: FL′(x) =
−α(1−x)γ log(x)+(1−α)xγ log(1−x), which is derived
from the focal loss [26]. The second term is the CTC loss
between the ground truth text script and predicted N char-
acters. The third term is the L1 distance between the ground
truth and predicted point coordinates on the center curve.
Overall Loss. For the k-th query, the focal loss for instance
classification is formulated as:

L(k)
cls =− 1{k∈Im(φ)}α(1− b̂(k))γ log(b̂(k))

− 1{k/∈Im(φ)}(1− α)(b̂(k))γ log(1− b̂(k)),
(6)

where 1 is the indicator function, Im(φ) is the image of the
mapping φ. As for character classification, we exploit the
CTC loss to address the length inconsistency issue between
the ground truth text scripts and predictions:

L(k)
text = 1{k∈Im(φ)}CTC(t(φ

−1(k)), t̂(k)). (7)

In addition, L1 distance loss is used for supervising points
coordinates on the center curve and the boundaries (i.e., the
top and bottom curves):

L(k)
coord = 1{k∈Im(φ)}

N−1∑
n=0

∥∥∥p(φ−1(k))
n − p̂(k)n

∥∥∥ , (8)

L(k)
bd = 1{k∈Im(φ)}

∑N−1
n=0

(∥∥∥top(φ−1(k))
n − ˆtop

(k)

n

∥∥∥+
∥∥∥bot(φ−1(k))

n − ˆbot
(k)

n

∥∥∥) .

(9)
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The loss function for the decoder consists of the four
aforementioned losses:

Ldec =
∑
k

(
λclsL(k)

cls + λtextL(k)
text + λcoordL(k)

coord + λbdL(k)
bd

)
,

(10)
where the hyper-parameters λcls, λtext, and λcoord are the
same as those in Eq. (5). λbd is the boundary loss weight.
In addition, to make the Bezier center curve proposals in
Sec. 3.2 more accurate, we resort to adding intermediate
supervision on the encoder. As we hope the points sam-
pled on the Bezier center curve proposals are as close to the
ground truth as possible, we calculate the L1 loss for the
N uniformly sampled points instead of only the four Bezier
control points for each instance. This supervision method
has been explored by [12]. The loss function for the en-
coder is formulated as:

Lenc =
∑
i

(
λclsL(i)

cls + λcoordL(i)
coord

)
, (11)

where bipartite matching is also exploited to get one-to-one
matching. The overall loss L is defined as:

L = Ldec + Lenc. (12)

4. Experiments
4.1. Settings

Benchmarks. We evaluate our method on Total-Text [6],
ICDAR 2015 (IC15) [19] and CTW1500 [30]. Total-Text
is an arbitrarily-shaped word-level scene text benchmark,
with 1,255 training images and 300 testing images. IC15
contains 1,000 training images and 500 testing images for
quadrilateral scene text. Different from Total-Text and
IC15, CTW1500 is a text-line level benchmark for scene
text with arbitrary shape. There are 1,000 training im-
ages and 500 testing images. We adopt the following ad-
ditional datasets for pre-training: 1) Synth150K [29], a
synthetic dataset that contains 94,723 images with multi-
oriented texts and 54,327 images with curved texts. 2) IC-
DAR 2017 MLT (MLT17) [38], which is a multi-language
scene text dataset. 3) ICDAR 2013 (IC13) [20] that contains
229 training images with horizontal text. We also investi-
gate the influence of leveraging 21,778 training images and
3,124 validation images of TextOCR [45].
Implementation Details. The number of heads and sam-
pling points for deformable attention is 8 and 4, respec-
tively. The number of both encoder and decoder layers is 6.
The number of proposals K is 100. The number of sampled
points N is set to 25 by default without special instructions.
Our models predict 38 character classes on Total-Text and
IC15, 97 classes on CTW1500. AdamW [36] is used as the
optimizer. The loss weights λcls, λcoord, λbd, and λtext are
set to 1.0, 1.0, 0.5, and 0.5, respectively. For focal loss, α is

0.25 and γ is 2.0. The image batch size is 8. More details
of the experiments can be found in the appendix.

4.2. Ablation Studies

We first conduct ablation experiments on Total-Text. We
then investigate the influence of different training datasets
and backbone choices. In Tab. 1 and Tab. 2, we pre-train
each model on a mixture of Synth150K and Total-Text, then
fine-tune it on Total-Text.
Text Loss Weight. We study the influence of the text loss
weight, which has a direct impact on recognition perfor-
mance. The results in Tab. 1 show that our model achieves
a better trade-off between detection and end-to-end perfor-
mance when λtext is set to 0.5. We choose λtext = 0.5 for
other experiments.

λtext
Detection E2E

P R F1 None Full

0.25 94.29 82.07 87.76 76.68 85.76
0.5 93.86 82.11 87.59 78.83 86.15
0.75 94.15 79.27 86.07 78.82 85.71
1.0 93.06 81.71 87.01 77.73 85.61

Table 1. Hyper-parameter study of λtext. E2E: the end-to-end spot-
ting results. None (Full) denotes the F1-measure without (with)
using the lexicon that includes all words in the test set.

Sharing Point Embeddings. In Tab. 2, when sharing point
embeddings for all instances, the results on end-to-end task
drop. It indicates that different instances require different
point embeddings to encode the instance-specific features.
Text Matching Criterion. To evaluate the effectiveness of
the text matching criterion, in Tab. 2, we remove the text
matching criterion from Eq. (5). The primary end-to-end
results decline. It validates the value of conducting text
matching, which provides high-quality one-to-one match-
ing between the predictions and ground truth according to
both the position and script similarity.
Training Data. We study the influence of different pre-
training data in Tab. 3. For the end-to-end spotting task,
with only Synth150K as the pre-training data, our method
can achieve 78.83% accuracy without using lexicon. With
additional MLT17, IC13, and IC15 real training data, the
‘None’ and ‘Full’ scores are improved by 0.82% and 0.85%,
respectively. We further show that the performance is im-
proved by a large margin using TextOCR. In TextOCR, the
average number of text instances per image is higher than
in other datasets, which can provide more positive signals.
It demonstrates the value of using real data for pre-training
and the scalability of our model on different data.

We further compare DeepSolo with existing open-source
Transformer-based methods [17, 39, 61] by only using the
training set of Total-Text. For a fair comparison, we apply
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Sharing Matching Detection E2E #Params FPSP R F1 None Full

✗ ✓ 93.86 82.11 87.59 78.83 86.15 42.5M 17.0
✓ ✓ 93.60 81.21 86.96 77.58 85.98 41.8M 17.0
✗ ✗ 92.90 82.11 87.17 77.85 85.20 42.5M 17.0
✓ ✗ 93.41 81.98 87.32 77.09 85.13 41.8M 17.0

Table 2. Influence of sharing point embeddings and text matching.

#Row External Data Volume Detection E2E
P R F1 None Full

1 Synth150K 150K 93.86 82.11 87.59 78.83 86.15
2 Row#1+MLT17+IC13+IC15 160K 93.09 82.11 87.26 79.65 87.00
3 Row#2 +TextOCR 185K 93.19 84.64 88.72 82.54 88.72

Table 3. Influence of the training data. Volume: dataset volume.

the same data augmentation. Since both TESTR and our
method are based on Deformable-DETR [63], we set the
same configuration for the Transformer modules. ResNet-
50 [15] is adopted in all experiments. The image batch size
is set to 8, while the actual batch size of SPTS doubles due
to batch augmentation. In Fig. 3, our method achieves faster
convergence and better performance, showing the superi-
ority of DeepSolo over representative ones in training effi-
ciency. In addition, the training GPU memory usage of our
model is also less than SwinTextSpotter and TESTR.

Compared with TESTR which adopts dual decoders, the
results demonstrate the value of our proposed query form,
which contributes a unified representation to detection and
recognition, encodes a more accurate and explicit position
prior, and facilitates the learning of the single decoder. Con-
sequently, instead of using complex dual decoders, our sim-
pler design could effectively mitigate the synergy issue.
Different Backbones. We also conduct experiments to in-
vestigate the influence of different backbones on our model
in Tab. 4. We select ResNet, Swin Transformer [33], and
ViTAE-v2 [60] for comparison. All the models are pre-
trained with the mixture data as listed in Row #2 of Tab. 3.
Compared with ResNet-50, ViTAE-v2-S outperforms it by
a large margin on the end-to-end spotting task, i.e., 2.14 %
on the ‘None’ setting. Compared with ResNet-101, Swin-S
achieves a gain of 1.15% on the ‘None’ setting. We conjec-
ture that the domain gap between large-scale synthetic data
and small-scale real data might impact the performance of
different backbones. It deserves further exploration to care-
fully tune the training configuration and study the training
paradigm for text spotting.

4.3. Comparison with State-of-the-art Methods

Results on Total-Text. To evaluate the effectiveness of
DeepSolo on scene text with arbitrary shape, we com-
pare our model with state-of-the-art methods in Tab. 5.
The metrics in the end-to-end setting are the primary ones

Figure 3. Comparison with open-source Transformer-based meth-
ods using only Total-Text training set.

Backbone Detection E2E #Params Mem.
(MB)P R F1 None Full

ResNet-50 93.09 82.11 87.26 79.65 87.00 42.5M 17,216
Swin-T 92.77 83.51 87.90 79.66 87.05 43.1M 26,573

ViTAEv2-S 92.57 85.50 88.89 81.79 88.40 33.7M 25,332
ResNet-101 93.20 83.51 88.09 80.12 87.14 61.5M 19,541

Swin-S 93.72 84.24 88.73 81.27 87.75 64.4M 33,974

Table 4. The influence of different backbones. Mem.: the peak
memory of batching two images on one GPU during pre-training.

for text spotting. 1) Considering the ‘None’ results, with
only Synth150K as the external data, our method surpasses
previous methods except GLASS. Compared with other
Transformer-based methods, DeepSolo significantly out-
performs TESTR, SwinTextSpotter, and SPTS by 5.5%,
4.5%, and 4.6%, respectively. DeepSolo also outperforms
TTS by 0.6% while using far less training data. 2) With
additional MLT17, IC13, and IC15 real data, DeepSolo
achieves 79.7% in the ‘None’ setting, which is compa-
rable with the 79.9% performance of GLASS. Note that
DeepSolo runs faster than GLASS and there is no elab-
orately tailored module for recognition, e.g., the Global
to Local Attention Feature Fusion and the external rec-
ognizer in GLASS, while we only use a simple linear
layer for recognition output. 3) When using TextOCR, our
method achieves very promising spotting performance, i.e.,
82.5% and 88.7% at the ‘None’ and ‘Full’ settings. With
ViTAEv2-S, the results are further promoted.
Results on ICDAR 2015. We conduct experiments on
ICDAR 2015 to verify the effectiveness of DeepSolo on
multi-oriented scene text, as presented in Tab. 6. The
results show that DeepSolo achieves decent performance
among the comparing methods. Specifically, compared
with Transformer-based methods using the same training
datasets, DeepSolo surpasses SwinTextSpotter and SPTS by
6.4% and 11.1% on the E2E setting with the generic lexi-
con. With TextOCR, DeepSolo (ResNet-50) achieves the
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Method External Data Detection None Full FPS
(report)

FPS
(A100)P R F1

TextDragon [11] Synth800K 85.6 75.7 80.3 48.8 74.8 − −
CharNet [53] ∗ Synth800K 88.6 81.0 84.6 63.6 − − −
TextPerceptron [42] Synth800K 88.8 81.8 85.2 69.7 78.3 − −
CRAFTS [1] ∗ Synth800K+IC13 89.5 85.4 87.4 78.7 − − −
Boundary [48] Synth800K+IC13+IC15 88.9 85.0 87.0 65.0 76.1 − −
Mask TextSpotter v3 [25] Synth800K+IC13+IC15+SCUT − − − 71.2 78.4 − −
PGNet [49] Synth800K+IC15 85.5 86.8 86.1 63.1 − 35.5 −
MANGO [41] ∗ Synth800K+Synth150K+COCO-Text+MLT19+IC13+IC15 − − − 72.9 83.6 4.3 −
PAN++ [51] Synth800K+COCO-Text+MLT17+IC15 − − − 68.6 78.6 21.1 −
ABCNet v2 [31] Synth150K+MLT17 90.2 84.1 87.0 70.4 78.1 10.0 14.9
SRSTS [52] Synth800K+Synth150K+COCO-Text+MLT17+ArT19+IC15 92.0 83.0 87.2 78.8 86.3 18.7 −
GLASS [44] Synth800K 90.8 85.5 88.1 79.9 86.2 3.0 −
TESTR [61] Synth150K+MLT17 93.4 81.4 86.9 73.3 83.9 5.3 12.1
SwinTextSpotter [17] Synth150K+MLT17+IC13+IC15 − − 88.0 74.3 84.1 − 2.9
SPTS [39] Synth150K+MLT17+IC13+IC15 − − − 74.2 82.4 − 0.6
TTS (poly) [21] Synth800K+COCO-Text+IC13+IC15+SCUT − − − 78.2 86.3 − −
DeepSolo (ResNet-50) Synth150K 93.9 82.1 87.6 78.8 86.2 17.0 17.0
DeepSolo (ResNet-50) Synth150K+MLT17+IC13+IC15 93.1 82.1 87.3 79.7 87.0 17.0 17.0
DeepSolo (ResNet-50) Synth150K+MLT17+IC13+IC15+TextOCR 93.2 84.6 88.7 82.5 88.7 17.0 17.0
DeepSolo (ViTAEv2-S) Synth150K+MLT17+IC13+IC15+TextOCR 92.9 87.4 90.0 83.6 89.6 10.0 10.0

Table 5. Performance on Total-Text. ‘*’: character-level annotations are used. ‘*’ has the same meaning for other tables.

Spotting Results Attention on High Resolution Features Attention on Low Resolution Features

S H

DF

Attention of Different Point Queries
High 

Weight

Low 

Weight

Figure 4. Visualization of the spotting results, attention on different scale features, and attention of point queries.

‘S’, ‘W’, and ‘G’ metrics of 88.0%, 83.5%, and 79.1%.
Results on CTW1500. In Tab. 7, pre-trained with
Synth150K, DeepSolo with the maximum recognition
length of 25 already outperforms most of the previous ap-
proaches on the ‘None’ metric. We further increase the
number of point queries from 25 to 50 for each text instance,
achieving absolute 3.1% improvement on the ‘None’ result,
without obvious sacrifice on inference speed. With MLT17,
IC13, IC15 and Total-Text as the additional datasets, Deep-
Solo presents 64.2% performance without the help of lexi-
cons, being 0.6% better and 25 times faster than SPTS.

4.4. Visual Analysis

Fig. 4 visualizes the spotting results, the attention on
different scale features, and the attention of different point
queries. It shows that DeepSolo is capable of correctly rec-
ognizing scene texts of large size variance. In the right-
est figure, it is noteworthy that point queries highly attend

Figure 5. Visualizations on Total-Text, IC15 and CTW1500.

to the discriminative extremities of characters, which indi-
cates that point queries can effectively encode the character
position, scale, and semantic information. More qualitative
results are presented in Fig. 5.

4.5. Compatibility to Line Annotations

DeepSolo can not only adapt to polygon annotations but
also line annotations, which are much easier to obtain. We
conduct experiments on Total-Text as the target dataset with
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Method External Data Detection E2E Word Spotting
P R F1 S W G S W G

TextDragon [11] Synth800K 92.5 83.8 87.9 82.5 78.3 65.2 86.2 81.6 68.0
CharNet [53] ∗ Synth800K 91.2 88.3 89.7 80.1 74.5 62.2 − − −
TextPerceptron [42] Synth800K 92.3 82.5 87.1 80.5 76.6 65.1 84.1 79.4 67.9
CRAFTS [1] ∗ Synth800K+IC13 89.0 85.3 87.1 83.1 82.1 74.9 − − −
Boundary [48] Synth800K+IC13+Total-Text 89.8 87.5 88.6 79.7 75.2 64.1 − − −
Mask TextSpotter v3 [25] Synth800K+IC13+Total-Text+SCUT − − − 83.3 78.1 74.2 83.1 79.1 75.1
PGNet [49] Synth800K+Total-Text 91.8 84.8 88.2 83.3 78.3 63.5 − − −
MANGO [41] ∗ Synth800K+Synth150K+COCO-Text+MLT19+IC13+Total-Text − − − 85.4 80.1 73.9 85.2 81.1 74.6
PAN++ [51] Synth800K+COCO-Text+MLT17+Total-Text − − − 82.7 78.2 69.2 − − −
ABCNet v2 [31] Synth150K+MLT17 90.4 86.0 88.1 82.7 78.5 73.0 − − −
SRSTS [52] Synth800K+Synth150K+COCO-Text+MLT17 96.1 82.0 88.4 85.6 81.7 74.5 85.8 82.6 76.8
GLASS [44] Synth800K 86.9 84.5 85.7 84.7 80.1 76.3 86.8 82.5 78.8

TESTR [61] Synth150K+MLT17+Total-Text 90.3 89.7 90.0 85.2 79.4 73.6 − − −
SwinTextSpotter [17] Synth150K+MLT17+IC13+Total-Text − − − 83.9 77.3 70.5 − − −
SPTS [39] Synth150K+MLT17+IC13+Total-Text − − − 77.5 70.2 65.8 − − −
TTS [21] Synth800K+COCO-Text+IC13+Total-Text+SCUT − − − 85.2 81.7 77.4 85.0 81.5 77.3
DeepSolo (ResNet-50) Synth150K+MLT17+IC13+Total-Text 92.8 87.4 90.0 86.8 81.9 76.9 86.3 82.3 77.3
DeepSolo (ResNet-50) Synth150K+MLT17+IC13+Total-Text+TextOCR 92.5 87.2 89.8 88.0 83.5 79.1 87.3 83.8 79.5
DeepSolo (ViTAEv2-S) Synth150K+MLT17+IC13+Total-Text+TextOCR 92.4 87.9 90.1 88.1 83.9 79.5 87.8 84.5 80.0

Table 6. Performance on ICDAR2015. ‘S’, ‘W’ and ‘G’ refer to using strong, weak and generic lexicons.

Method None Full FPS

ABCNet v2 (100 length) [31] 57.5 77.2 10.0
MANGO (25 length) [41] 58.9 78.7 8.4

SwinTextSpotter [17] 51.8 77.0 −
TESTR (100 length) [61] 56.0 81.5 15.9 †
SPTS (100 length) [39] 63.6 83.8 0.8 †
DeepSolo (25 length, Synth150K) 60.1 78.4 20.0 †
DeepSolo (50 length, Synth150K) 63.2 80.0 20.0 †
DeepSolo (50 length) 64.2 81.4 20.0 †

Table 7. End-to-end recognition performance on CTW1500.
ResNet-50 is adopted in DeepSolo. ‘length’: the maximum recog-
nition length. ‘†’: the FPS measured on one A100 GPU.

only line annotations. To take the advantage of existing full
annotations, we first pre-train the model on a mixture of
Synth150K, MLT17, IC13, IC15, and TextOCR. Then, we
simply exclude the boundary head and fine-tune the model
on Total-Text with IC13 and IC15 for 6K steps, using only
the text center line annotations. During fine-tuning, the ran-
dom crop augmentation which needs box information is dis-
carded. We use the evaluation protocol provided by SPTS
[39]. To further study the sensitivity to the line location, we
randomly shift the center line annotations to the boundary
and shrink them to the center point at different levels to sim-
ulate annotation errors. Results are plotted in Fig. 6. It can
achieve 81.6% end-to-end (‘None’) performance, which is
comparable with the fully supervised model, i.e., 82.5%. As
can be seen in Fig. 6, the model is robust to the shift from
0% to 50% and the shrinkage from 0% to 20%. It indicates
that the center line should not be too close to the text bound-
aries and better cover the complete character area.

Figure 6. Analysis of the sensitivity to different line locations.

5. Conclusion
In this paper, we propose DeepSolo, a succinct DETR-

like baseline, taking the merit of our novel explicit point
query form that provides a joint and pivotal representation
for detection and recognition. With a single decoder and
several simple prediction heads, we present a much simpler
text spotter compared with previous related methods. Ex-
periments demonstrate DeepSolo has achieved state-of-the-
art performance, high training efficiency, and compatibility
with different annotations. We hope DeepSolo can serve as
a strong baseline and inspire more follow-up works.
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