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Static description:
(General Appearance / Detailed Appearance / Light conditions)

The man has a short black hair with a receding hairline. He has arched
eyebrows and bags under eyes. He gets a freckle on the left cheek.

The light intensity of this video is dark with a day light color temperature.

(a) Video Samples (left: general appearance, middle: detailed appearance, right: light conditions) (b) Text Descriptions

Dynamic description:
(Action / Emotion / Light directions)

tim
e

..
..

..
..

This man begins to gaze for a 
shot time.

He then smiles for a bit.

In the end, he wags his head 
and frowns at the same time.

At the beginning, the man 
seems happy.

Then, he turns to be contempt.

Finally, this man is surprised.

The light direction is firstly 
side lighting with 45 degrees 
to the left of the face.

The light direction then 
changes to back lighting.

Figure 1. Overview of CelebV-Text. CelebV-Text contains (a) 70, 000 video samples and (b) 1, 400, 000 text descriptions. Each video
sample is annotated with general appearance, detailed appearance, light conditions, action, emotion, and light directions.

Abstract

Text-driven generation models are flourishing in video
generation and editing. However, face-centric text-to-video
generation remains a challenge due to the lack of a suitable
dataset containing high-quality videos and highly relevant
texts. This paper presents CelebV-Text, a large-scale, di-
verse, and high-quality dataset of facial text-video pairs, to
facilitate research on facial text-to-video generation tasks.
CelebV-Text comprises 70,000 in-the-wild face video clips
with diverse visual content, each paired with 20 texts gen-
erated using the proposed semi-automatic text generation
strategy. The provided texts are of high quality, describ-
ing both static and dynamic attributes precisely. The supe-
riority of CelebV-Text over other datasets is demonstrated
via comprehensive statistical analysis of the videos, texts,
and text-video relevance. The effectiveness and potential
of CelebV-Text are further shown through extensive self-
evaluation. A benchmark is constructed with representa-
tive methods to standardize the evaluation of the facial text-
to-video generation task. All data and models are publicly
available1.

*Equal contribution.
1Project page: https://celebv-text.github.io

1. Introduction

Text-driven video generation has recently garnered sig-
nificant attention in the fields of computer vision and com-
puter graphics. By using text as input, video content can be
generated and controlled, inspiring numerous applications
in both academia and industry [5,34,43,47]. However, text-
to-video generation still faces many challenges, particularly
in the face-centric scenario where generated video frames
often lack quality [18, 34, 37] or have weak relevance to in-
put texts [2,4,39,67]. We believe that one of the main issues
is the absence of a well-suited facial text-video dataset con-
taining high-quality video samples and text descriptions of
various attributes highly relevant to videos.

Constructing a high-quality facial text-video dataset
poses several challenges, mainly in three aspects. 1) Data
collection. The quality and quantity of video samples
largely determine the quality of generated videos [11, 45,
48, 60]. However, obtaining such a large-scale dataset with
high-quality samples while maintaining a natural distribu-
tion and smooth video motion is challenging. 2) Data an-
notation. The relevance of text-video pairs needs to be en-
sured. This requires a comprehensive coverage of text for
describing the content and motion appearing in the video,
such as light conditions and head movements. 3) Text gen-
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eration. Producing diverse and natural texts are non-trivial.
Manual text generation is expensive and not scalable. While
auto-text generation is easily extensible, it is limited in nat-
uralness.

To overcome the challenges mentioned above, we care-
fully design a comprehensive data construction pipeline that
includes data collection and processing, data annotation,
and semi-auto text generation. First, to obtain raw videos,
we follow the data collection steps of CelebV-HQ, which
has proven to be effective in [66]. We introduce a minor
modification to the video processing step to improve the
video’s smoothness further. Next, to ensure highly relevant
text-video pairs, we analyze videos from both temporal dy-
namics and static content and establish a set of attributes
that may or may not change over time. Finally, we propose
a semi-auto template-based method to generate texts that
are diverse and natural. Our approach leverages the advan-
tages of both auto- and manual-text methods. Specifically,
we design a rich variety of grammar templates as [10,52] to
parse annotation and manual texts, which are flexibly com-
bined and modified to achieve high diversity, complexity,
and naturalness.

With the proposed pipeline, we create CelebV-Text,
a Large-Scale Facial Text-Video Dataset, which includes
70, 000 in-the-wild video clips with a resolution of at least
512×512 and 1, 400, 000 text descriptions with 20 for each
clip. As depicted in Figure 1, CelebV-Text consists of high-
quality video samples and text descriptions for realistic face
video generation. Each video is annotated with three types
of static attributes (40 general appearances, 5 detailed ap-
pearances, and 6 light conditions) and three types of dy-
namic attributes (37 actions, 8 emotions, and 6 light direc-
tions). All dynamic attributes are densely annotated with
start and end timestamps, while manual-texts are provided
for labels that cannot be discretized. Furthermore, we have
designed three templates for each attribute type, resulting in
a total of 18 templates that can be flexibly combined. All
attributes and manual-texts are naturally described in our
generated texts.

CelebV-Text surpasses existing face video datasets [11]
in terms of resolution (over 2 times higher), number of sam-
ples, and more diverse distribution. In addition, the texts in
CelebV-Text exhibit higher diversity, complexity, and natu-
ralness than those in text-video datasets [19, 66]. CelebV-
Text also shows high relevance of text-video pairs, validated
by our text-video retrieval experiments [17]. To further ex-
amine the effectiveness and potential of CelebV-Text, we
evaluate it on a representative baseline [19] for facial text-
to-video generation. Our results show better relevance be-
tween generated face videos and texts when compared to
a state-of-the-art large-scale pretrained model [26]. Fur-
thermore, we show that a simple modification of [19] with
text interpolation can significantly improve temporal coher-
ence. Finally, we present a new benchmark for text-to-video
generation to standardize the facial text-to-video generation
task, which includes representative models [5, 19] on three
text-video datasets.

The main contributions of this work are summarized as

follows: 1) We propose CelebV-Text, the first large-scale
facial text-video dataset with high-quality videos, as well
as rich and highly-relevant texts, to facilitate research in fa-
cial text-to-video generation. 2) Comprehensive statistical
analyses are conducted to examine video/text quality and
diversity, as well as text-video relevance, demonstrating the
superiority of CelebV-Text. 3) A series of self-evaluations
are performed to demonstrate the effectiveness and poten-
tial of CelebV-Text. 4) A new benchmark for text-to-video
generation is constructed to promote the standardization of
the facial text-to-video generation task.

2. Related Work
Text-to-Video Generation. Text-driven video generation,
which involves generating videos from text descriptions,
has recently gained significant interest as a challenging task.
Mittal et al. [43] first introduced this task to generate se-
mantically consistent videos conditioned on encoded cap-
tions. Other studies, such as [5, 15, 46], attempt to generate
video samples conditioned on encoded text inputs. How-
ever, due to the low richness of text descriptions and the
small number of data samples, the generated video samples
are often at low resolution or lack relevance with the input
texts. More recently, several works [19, 26, 27, 55, 57–59]
have employed discrete latent codes [16, 54] for more re-
alistic video generation. Some of these works treat videos
as a sequence of independent images [19, 26, 58, 59], while
Phenaki [55] considers temporal relations between each
frame for a more robust video decoding process. An-
other branch of studies leverage diffusion models for text-
to-video generation [20, 24, 25, 51], which require mil-
lions or billions of samples to achieve high-quality gener-
ation. While text-to-video generation methods are rapidly
evolving, they are generally designed for generating gen-
eral videos. Among these methods, only MMVID [19] has
conducted specific experiments with face-centric descrip-
tions. One possible reason for this is that facial text-to-
video generation requires more accurate and detailed text
descriptions than general tasks. However, there is currently
no suitable dataset available that provides such properties
for face-centric text-to-video generation.
Multimodal Datasets. Existing multimodal datasets can be
categorized into two classes: open-world and closed-world.
Open-world datasets [3,9,13,32,35,36,40,43,49,50,62,65]
are widely used for text-to-image/video generation tasks.
Some of them have manual annotations [13, 32, 35, 50, 62]
and part of them are directly collected from the Internet,
such as subtitles [40, 49]. Closed-world datasets are mostly
composed of images or videos collected in constrained en-
vironment with corresponding information such as text.
CLEVR [28] is a synthetic text-image dataset produced by
arranging 3D objects with different shapes under a con-
trolled background. While MUGEN [21] is a video-audio-
text dataset that was collected using CoinRun [12] by intro-
ducing audio and new interactions. The corresponding text
is produced by human annotators and grammar templates.

Multimodal face datasets also exist. Modified MUG [1]
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Table 1. In-the-wild face video dataset comparison. The symbol “#” indicates the number. The abbreviations “Res.”, “Dura.”, “App.”,
“Cond.”, “Act.”, “Emo.”, and “Dir.” stand for Resolution, Duration, Appearance, Condition, Action, Emotion, and Direction, respectively.
The “half checkmark” denotes that CelebV-HQ consists of action attributes with no timestamp.

Datasets Meta Information Attribute Labels TextStatic Dynamic

#Samples Res. Dura. General
App.

Detail
App.

Light
Cond. Act. Emo. Light

Dir. Auto Manual

CelebV [60] 5 256×256 2hrs HH
HHH

HH
HHH

HH
HHHVoxCeleb2 [11] 150,480 224×224 2442hrs

CelebV-HQ [66] 35,666 512× 512 68hrs ✓ ✗ ✗ ✓ ✗ ✗ ✗
MM-Vox [19] 19,522 224×224 323hrs ✓ ✗ ✗ ✗ ✗ ✗ ✓ ✗

CelebV-Text 70,000 512×512+ 279hrs ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

is a closed-world text-video dataset that contains 1,039
videos with subjects showing different emotions, where the
text descriptions are generated from facial emotions us-
ing a fixed template [30]. MM-Vox [19] contains 19,522
face videos from VoxCeleb [45], with 36 facial attributes
manually labeled following CelebA [38] and text descrip-
tions generated via Probabilistic Context-Free Grammar
(PCFG) [61]. However, both datasets only contain language
descriptions related to static facial attributes without con-
sidering the temporal state change (i.e., emotion or action)
presented in the original face videos. Moreover, the limited
label annotations restrict the diversity of the text descrip-
tions, making them sub-optimal for studying the text-to-
video generation task on the face domain. CelebV-HQ [66]
is the latest high-quality face video dataset that covers facial
annotations, including appearance, movement, and emo-
tion. However, it only provides discrete labels and times-
tamps, with no text descriptions.

3. Dataset Construction
In this work, we aim to build a facial text-video dataset,

which requires not only large-scale video samples of high
quality, but also natural and diverse text descriptions that are
highly relevant to videos. To achieve so, we propose an ef-
ficient pipeline, as shown in Figure 2, to construct CelebV-
Text, including Data Collection & Processing, Data Anno-
tation, and Semi-auto Text Generation.

3.1. Data Collection & Processing
Collection. We follow the same strategy as CelebV-
HQ [66] due to its effectiveness in large-scale high-quality
data collection. Specifically, we firstly generate a large
number of queries, including human names, movie titles,
vlogs and so on, to retrieve videos that contain human faces
with temporally dynamic state changes and abundant facial
attributes. Our data are collected from open world with
videos downloaded from online resources. Videos with low
resolution (< 5122), low time duration (< 5s), and having
appeared in CelebV-HQ are filtered out.
Processing. To sample high-quality and diverse video clips
from our raw collections, similar steps are followed as
CelebV-HQ [66] with modifications. We first filter out
video clips with bounding box regions less than 5122 rather

Attributes

Data Annotation
(Section 3.2)

Appearances
Actions

Emotions …

Manual-Text
Black mole on 

the left side 
of the face ...

Grammar Templates

Semi-auto Text Generation 
(Section 3.3)

Manual-Text

Grammar Templates

There is a young man, he is wearing a hat and eyeglasses. 
He has a big nose and bags under eyes,

with a black mole on the left side of the face.
This young man is talking for a long time, and then blinks.

[The man wears 
a hat on head] 

or
[The man wears 
a cap on head]

or 
[The man wears 
a hood on head]

NLTK

Videos

…

Data Collection
& Processing

(Section 3.1)

Attributes

Manual-Text

TextTemplates
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Figure 2. Pipeline of our dataset construction process. The
pipeline includes data collection & processing, data annotation,
and semi-auto text generation.

than resize them to the same resolution. In this way, clips
are not upsampled or downsampled hence the video quality
would not be affected, which leads to various resolutions of
collected videos: 56.4% with 5122 ∼ 10242, and 43.6%
for 10242+. To reduce the face area noise when the back-
ground changes, we further change the video splitting strat-
egy. In addition to our focus on the same human motion [6]
and identity [14] present in adjacent frames, we split the
video into different clips when the background changes by
a toolkit 1.

3.2. Data Annotation
The annotation process is a core part in CelebV-Text con-

struction, which would greatly affect the relevance of text-
video pairs, as our designed text templates heavily depend
on the annotation results. Here, we first describe how we
design attributes, and then give details about the annotation
strategy for face videos.
Attributes Design. Temporal dynamic is the key difference
between images and videos. However, as shown in Table 1,
most face video datasets focus on static attributes where at-
tribute information does not change over time, such as ap-
pearance. Dynamic attributes that change over time, such
as emotion and face actions, are often neglected. In the fol-

1https://github.com/Breakthrough/PySceneDetect
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(a) Appearance attributes (b) Action attributes (c) Light directions
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Figure 3. Dataset distribution comparison. The distributions of appearance attributes, action attributes, and light directions.

lowing, we decouple face videos into static and dynamic
categories and details are given as follows.
1) Static. The current dataset [19] only considers static
information such as the appearance attribute, which in-
cludes 40 classes as CelebA [38]. In contrast, we define
static information to include three types of attributes: gen-
eral appearance, detailed appearance, and light conditions.
General appearance attributes follow the same definition as
CelebA [38]. Detailed appearance attributes including five
classes are proposed for realistic face generation, i.e., scar,
mole, freckle, dimple, and one-eyed. We define light con-
ditions in a restricted manner to include light color temper-
ature [22] and brightness [7], with a total of 6 classes.
2) Dynamic. Here, we design three dynamic attributes, i.e.,
action, emotion, and light directions. For action attributes,
we follow CelebV-HQ [66] and expand their action list by
two classes, i.e., squint and blink. For emotion attributes,
we select the 8 emotion setting in Affectnet [44], including
neutral, anger, contempt, disgust, fear, happiness, sadness,
and surprise. For light direction attributes, we derive and
modify classes from [29] and give 6 light direction classes.
Complete lists are given in the Appendix. Moreover, as
shown in Table 1, CelebV-HQ [66] is the only dataset giv-
ing timestamps of dynamic attributes. Following their idea,
we densely annotate all dynamic attributes of CelebV-Text
with the start and end time.
Automatic and Manual Annotation. Based on our
attributes design, we find that some attributes can be
annotated automatically (e.g., appearance) while some
need manual annotations (e.g., timestamps of dynamic at-
tributes). Considering the dataset quality and cost of ex-
pense, our annotation strategy includes both automatic and
manual annotations.

For automatic annotation, we first investigate algorithms
and select designed attributes that can be automatically an-
notated. We then test different algorithms on our dataset
and keep those giving annotation accuracy of 85% or higher.
This process yields all light condition labels, all appearance
labels, and all emotion labels suitable for automatic anno-
tation. Algorithms for different labels we finally chose are
reported in the Appendix. Automatic annotation results can
be further revised by human workers to improve accuracy
in a less costly way.

For manual annotation, we hire and train human workers
following [66] to annotate attributes that are filtered out by

an automatic annotation process. In this case, we manually
annotate dynamic attributes, i.e., action and light directions,
to give both class labels and exact timestamps. In addi-
tion, it is hard to represent detailed appearance attributes by
the discrete label, e.g., the characteristics of scars or moles.
We therefore ask annotators to give a natural description
for each attribute, describing exact positions relative to face
parts. These designs greatly enhance the relevance between
the final text and the video.

3.3. Semi-auto Text Generation
Multimodal text-video datasets collect texts via three

common methods: subtitles [4, 40, 67], manual-text gener-
ation [3, 9, 32, 56, 62], and auto-text generation [5, 21, 27].
However, it is difficult for the individual method to generate
texts with high relevance to videos, natural expression, and
high diversity. Specifically, although subtitles are easy to
obtain, they can pose weakly relevant text-video pairs and
introduce noise, making the dataset quality hard to control.
Moreover, manual-text generation method is time and cost
consuming, as natural language descriptions are required
for each video. In this case, increasing the data scale is quite
hard as more workers are needed to describe new videos,
which does not meet the efficiency and scalability of anno-
tation. Finally, auto-text generation is flexible and scalable,
as abundant texts can be simultaneously generated given an-
notation results of collected videos. However, the diversity,
complexity, and naturalness of generated texts can be im-
pacted by the designed grammar templates.

To this end, we propose a semi-auto template-based
text generation strategy that combines both manual-text and
auto-text generation methods. Specifically, as mentioned in
Section 3.2, manual-texts are required to describe detailed
appearance attributes. Annotated attribute information is
fed into our designed template for auto-text generation.

To make our template as natural as possible, we first ask
each annotator to describe 10 different face videos for each
attribute. We then analyze the grammar structure (i.e., parse
tree banks) along with online corpora following [10, 31],
and find the most three common grammar structures for
each attribute. Finally, we utilize probabilistic context-free
grammar [52,61] and modify the grammar structures to de-
sign our own templates. Texts are generated based on tem-
plates with synonym replacement using NLTK [8] to in-
crease our generation diversity. Details of our template de-
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(a) Image quality distribution

(b) Video quality distribution
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Figure 4. Dataset quality distribution. The metrics used are
BRISQUE [42] and VSFA [33] respectively.

signs are in the Appendix.

4. Statistical Analysis of CelebV-Text
In this section, we compare CelebV-Text with the two

most relevant and representative face video datasets [19,66].
We perform a comprehensive analysis of CelebV-Text in
terms of video, text, and text-video relevance. To verify the
effectiveness of our designed grammar templates, we gener-
ate text descriptions for CelebV-HQ based on its attributes
for comparison. For simplicity, we use “CelebV-HQ” to de-
note this variant in the following.

4.1. Video Comparisons
We briefly compare the overall statistics of existing face

video datasets [11, 19, 60, 66] in Table 1. As reported,
CelebV-Text contains 70, 000 video clips with a total dura-
tion of around 279 hours. Each video is accompanied by 20
sentences describing all 6 designed attributes. Compared to
CelebV [60], CelebV-Text has a larger scale and higher res-
olution. Although VoxCeleb2 [11] has more samples than
CelebV-Text, its video distribution is limited as most videos
are mainly talking faces. Moreover, video samples of both
CelebV-HQ [66] and CelebV-Text are collected in open-
world with diverse queries so that they are rich in distribu-
tion, while CelebV-Text has about 2 times video data, more
video attributes, and highly relevant text descriptions. Fi-
nally, compared to the only existing facial text-video dataset
MM-Vox [19], CelebV-Text overpasses MM-Vox in terms
of scale and quality.
Attributes Distribution. In order to better present the dis-
tribution of different attributes in CelebV-Text, we pick and
divide general appearance, action, and light direction at-
tributes into groups. More distributions and division de-
signs are provided in the Appendix. Specifically, all 40 gen-
eral appearance classes are divided into 5 groups shown in
Figure 3 (a). Facial features (e.g., double chin, big nose,
and oval face) account for the most portion around 45%.
The elementary group is twice large than the beard type,
accounting for around 25% and 12%, respectively. Fewer
samples are located to the hairstyle and accessories groups,

This man with grey hair has a big nose and bags under eyes. He is wearing eyeglasses 
and earrings, with freckles above the eye areas. The man is firstly gazing for a short 
time and then he wags his head for a short time, and finally he keeps gazing for the 
rest of the time. He firstly remains neutral for a long time and then he turns angry for 
the rest of the time. The video is slightly dark in warm light. The light direction is 
front lighting for the whole time.

a man has bags under eyes , receding hairline and straight hair . 
he is wearing goatee . he is chubby . he has beard , arched 

eyebrows and black hair.

CelebV-Text

MM-Vox
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Figure 5. Text distribution. CelebV-Text achieves better perfor-
mance in both 4-gram and number words distribution.

taking around 10% and 8%, respectively. Besides, action
attributes are divided into 5 groups in Figure 3 (b), where
it is clear that head-related actions account for the largest
portion of around 60%, followed by eyes-related actions
of around 20%. The interaction group (e.g., eat), feeling
group (e.g., smile), and daily group (e.g., sleep) account for
around 9%, 7%, and 4%, respectively. Finally, for light di-
rections (Figure 3 (c)), most samples contain the front light-
ing and the remaining ones are evenly distributed.
Video Quality Distribution. We follow [66] to analyze
the quality of our collected videos. To demonstrate the su-
periority of CelebV-Text, we compare with MM-Vox [19]
and CelebV-HQ [66], where mean BRISQUE [42] and
VSFA [33] are used to evaluate the image and video qual-
ity, respectively. Image quality of all datasets is shown in
Figure 4 (a), where CelebV-Text and CelebV-HQ achieve
comparable quality, higher than MM-Vox by a large mar-
gin. Video quality of all datasets is shown in Figure 4 (b),
where CelebV-Text has the best quality, which is due to the
effect of the video split method mentioned in Section 3.1,
alleviating the discontinuity during background transitions.

4.2. Text Comparisons
In addition to a large number of video samples, text

descriptions of CelebV-Text are longer and more detailed
than those in MM-Vox [19] and CelebV-HQ [66] (see Fig-
ure 5 (a)), where the average text length of MM-Vox,
CelebV-HQ, and CelebV-Text are 28.39, 31.06, and 67.15.
Distributions of Celeb-HQ and MM-Vox are close, but there
are more words in CelebV-Text to describe a video due to
the comprehensive annotation.

To validate the linguistic diversity of the generated texts,
comparisons are conducted among the three datasets fol-
lowing [56]. Specifically, we report the unique part-of-
speech (POS) tags (i.e., verb, noun, adjective, and adverb)
of the three datasets in Table 3. Obviously, due to our com-
prehensively designed attribute list and the number of tem-
plates, CelebV-Text presents a wider variety of text styles,
covering a broader range of face attributes that are static or
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Table 2. Multimodal retrieval results. Clip2Video [17] is leveraged to measure the text-video relevance via retrieval experiments. Bold
values indicate the best results, underlined ones indicate the second best.

Text ⇒ Video Video ⇒ Text
Description Dataset R@1(↑) R@5(↑) R@10(↑) MdR(↓) MnR(↓) R@1(↑) R@5(↑) R@10(↑) MdR(↓) MnR(↓)

(a) App.
MM-Vox [19] 1.5 9.0 15.7 52.0 68.8 2.0 9.2 14.6 43.0 57.8
CelebV-HQ [66] 5.9 19.2 29.7 27.0 52.2 7.2 20.7 32.4 27.0 46.9
CelebV-Text 6.1 21.3 35.5 26.3 49.1 7.4 20.7 29.9 26.6 48.3

(b) App.+Emo. CelebV-HQ [66] 6.5 20.1 30.8 25.0 48.0 7.9 25.5 38.8 17.0 37.0
CelebV-Text 6.6 23.4 37.1 26.0 47.6 8.1 27.2 34.7 18.2 38.3

(c) App.+Emo.+Act. CelebV-Text 6.9 24.1 39.2 25.8 46.7 8.0 27.6 37.1 16.7 36.1

Table 3. Number of unique POS tags. The numbers of unique
POS tags for MM-Vox, CelebV-HQ, and CelebV-Text.

Dataset #Verb #Adj. #Noun #Adv.

MM-Vox [19] 5 20 38 0
CelebV-HQ [66] 10 24 50 6
CelebV-Text 96 78 174 24

dynamic in the temporal domain.

In addition, we further examine the naturalness and com-
plexity of our texts compared to MM-Vox, where we mod-
ify [63] to calculate the type-token vocabulary curve for all
captions. As shown in Figure 5 (b) where unique 4-grams
are selected as the types [56], it is evident that due to our
grammar structures and synonym replacement, the linguis-
tic naturalness (vocabulary use) and complexity (vocabu-
lary size) of our CelebV-Text are much better. Please refer
to Appendix for more n-grams results.

4.3. Text-Video Relevance

To quantitatively validate our text-video relevance, we
conduct text-video retrieval tasks on three datasets: MM-
Vox [19], CelebV-HQ [66], and CelebV-Text. Rather than
use conventional frame-wise clip score as most works [24,
51, 55], we follow [17] to compute feature similarities be-
tween texts and videos with the consideration of temporal
dynamics, which reflects accurate multimodal interactions
across the two modalities. Recall at rank K (R@K), median
rank (MdR), and mean rank (MnR) [17, 41, 64] are used as
evaluation metrics, where the higher R@K, the lower me-
dian rank and mean rank indicate better performance.

We first examine the performance given texts with de-
scriptions of general appearance in Table 2 (a). Results
of CelebV-HQ and CelebV-Text are both better than MM-
Vox for two retrieval tasks, which indicates our designed
templates can produce texts more relevant to videos than
MM-Vox. We further add descriptions about dynamic emo-
tion changes to CelebV-HQ and CelebV-Text in Table 2 (b).
Similar results are achieved in both datasets, which reflects
that our annotation accuracy on static appearance attributes
is as good as CelebV-HQ. Finally, we append action de-
scriptions to CelebV-Text in Table 2 (c), which achieves the
best performance on most metrics, verifying the relevance
between our generated texts and video samples.

5. Experiment
In this section, we first conduct facial text-to-video gen-

eration to validate the effectiveness of our CelebV-Text
dataset. We then benchmark representative approaches on
facial text-to-video generation task.

5.1. High-relevance Text-to-Video Generation
To show the benefits brought by our text descriptions

which depict both static and dynamic attributes, we con-
duct experiments to show the effectiveness of CelebV-Text.
Experiments are mainly based on a recent open-sourced
state-of-the-art method, MMVID [19], and compared with
CogVideo2 [26], which is a large-scale pretrained text-to-
video model, trained on millions of text-image/video pairs.
Static Face Video Generation. To validate the effective-
ness of our facial text-video dataset in static attributes,
we use the models stated above to generate videos condi-
tioned on general appearance, face details, and light condi-
tions descriptions, respectively. Specifically, we first train
MMVID [19] from scratch solely on CelebV-Text. We then
generate 3 input texts including individual descriptions of
each of the static attributes. Generated texts are fed into
both MMVID [19] and CogVideo [26] and corresponding
video outputs are examined.

Visualization results of general appearance are shown in
Figure 6 (a), which prove the effectiveness of our dataset.
We observe that although CogVideo can output the face
video given a text description, the text-video pair is not quite
relevant, such as “bags under eyes” and “wavy hair”. How-
ever, MMVID [19] produces videos with high relevance to
input texts, containing all attributes described in the text.
More results are shown in the Appendix.
Dynamic Face Video Generation. We follow the above ex-
perimental setting to validate the effectiveness of our dataset
with dynamic attribute changes (i.e., emotion, action and
light direction). Due to the difficulty in modelling state
change [27, 51], we follow [5] to apply test-time interpo-
lation to MMVID [19], named MMVID-interp, to improve
the text encoding and better understand the dynamics. De-
tails of our modification are shown in the Appendix.

In Figure 6 (b), we observe that CogVideo fails to reflect
the temporal change described in the input text, i.e., smile

2We choose CogVideo [26] as the representative large-scale model for
comparison, since the inference code and pretrained models of other large-
scale methods (e.g., CogVideo [26], Phenaki [55], Imagen Video [24], and
Make-A-Video [51]) are not public.
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(b) Dynamic - Action
Figure 6. Qualitative results of facial text-to-video generation. The generated samples are given texts describing (a) the static attribute
and (b) dynamic attribute.

Table 4. Benchmark of text-to-video generation on different datasets. ↓ means a lower value is better and ↑ means the opposite.
(a) Quantitative results on general appearance descriptions.

Dataset Method FVD(↓) FID(↓) CLIPSIM(↑)

MM-Vox [19] TFGAN [5] 502.28 ± 1.66 760.24 ± 16.01 0.165 ± 0.022
MMVID [19] 65.79 ± 1.81 38.81 ± 3.66 0.170 ± 0.020

CelebV-HQ [66] TFGAN [5] 428.04 ± 1.76 616.24 ± 17.45 0.168 ± 0.021
MMVID [19] 73.65 ± 1.43 63.86 ± 3.66 0.172 ± 0.019

CelebV-Text TFGAN [5] 403.04 ± 1.34 589.24 ± 16.46 0.177 ± 0.012
MMVID [19] 66.69 ± 1.35 58.70 ± 4.67 0.198 ± 0.014

(b) Quantitative results on dynamic descriptions of CelebV-Text.

Dataset Method FVD(↓) FID(↓) CLIPSIM(↑)

CelebV-Text
App.+Emo.

TFGAN [5] 442.30 ± 2.56 623.17 ± 18.88 0.158 ± 0.024
MMVID [19] 82.78 ± 1.47 61.58 ± 3.99 0.176 ± 0.008
MMVID-interp 72.87 ± 1.23 41.57 ± 3.56 0.182 ± 0.010

CelebV-Text
App.+Act.

TFGAN [5] 571.34 ± 4.54 784.93 ± 20.13 0.154 ± 0.028
MMVID [19] 109.25 ± 2.11 82.55 ± 4.37 0.174 ± 0.019
MMVID-interp 80.81 ± 2.55 70.88 ± 4.77 0.176 ± 0.020

→ turn. However, both MMVID [19] and MMVID-interp
trained on CelebV-Text can successfully model the dynamic
attribute changes, which demonstrates the effectiveness of
our dataset. In addition, we find that MMVID [19] can-
not preserve some attributes well (e.g., earrings), while
MMVID-interp can stabilize the sampling process, validat-
ing the effectiveness of our modification. More results are
shown in the Appendix.

Note that CogVideo [26] has a much larger model size
(∼ 100 times larger than MMVID [19]) and is trained on
much large text-video data (∼ 75 times larger than CelebV-
Text). However, video samples produced by CogVideo [26]
shown in Figure 6 are of a lower quality than the ones by
MMVID [19] trained solely on CelebV-Text, where gener-

ated faces are not in a high relevance to input texts, demon-
strating the effectiveness of our facial text-video dataset.

5.2. Benchmark on Facial Text-to-Video Generation
As the domain of text-to-video generation is currently

thriving, there exists only one benchmark in the face do-
main, MM-Vox [19]. We expand [19] and construct a
benchmark of facial text-to-video generation tasks on three
datasets: MM-Vox [19], CelebV-HQ [66] with texts gener-
ated by our templates, and CelebV-Text. We choose two
representative methods3, TFGAN [5] and MMVID [19], to
evaluate their performances on all datasets.

3Other methods, e.g., CogVideo [26], Phenaki [55], Imagen Video [24],
and Make-A-Video [51] are not included since their training codes are not
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He has bushy eyebrows, beard and wavy hair. He has got 5 o'clock shadow and brown hair. He has bags under 
eyes and sideburns with mustache.

Figure 7. Qualitative results on three facial text-video datasets. Red and yellow regions indicate the missing of “bags under eyes” and
the existence of “wavy hair” and “bags under eyes”.

Quantitative Results. For thorough benchmark construc-
tion, we evaluate baseline methods given variant texts in-
cluding static and dynamic attributes. We use FVD [53]
(temporal consistency), FID [23] (individual frame qual-
ity), and CLIPSIM [57] (text-video relevance) as evaluation
metrics following [19] and report detailed results for ap-
pearance, action, and emotion in Table 4. Evaluation steps
are repeated over ten runs with mean values and standard
errors reported as well. All other values are shown in the
Appendix. It can be seen from Table 4 that MMVID [19]
obtains good FVD/FID/CLIPSIM metrics over TFGAN [5]
which fails to generate reasonable video outputs. In ad-
dition, when input texts contain descriptions about a dy-
namic state change in the temporal domain, the generated
video quality by MMVID [19] decreases, which encourages
future methods to focus more on cross-modal understand-
ing and consistent video generation. Moreover, the perfor-
mance of MMVID-interp is better than MMVID [19] on
all metrics, validating the effectiveness of our modification
mentioned in Section 5.1. Due to challenges posed by our
dataset and text-to-video generation task, there is still con-
siderable room to improve.
Qualitative Results. Video samples generated from
MMVID [19] trained on different datasets are shown in Fig-
ure 7, where all video frames are of 1282. We can see
that video samples generated by MMVID [19] trained on
different datasets are of high quality with temporal consis-
tency. However, MMVID [19] trained on MM-Vox [19] can
sometimes fail to generate attributes mentioned in the input
texts. More generated video samples with dynamic attribute
changes are shown in the Appendix.

6. Discussion
We have proposed CelebV-Text, a large-scale, high-

quality, and diverse facial text-video dataset with static and

public so far.

dynamic attributes. CelebV-Text contains 70, 000 video
clips, each of which is accompanied by 20 individual sen-
tences describing both static and dynamic factors. Through
extensive statistical analysis and experiments, we have
demonstrated the superiority and effectiveness of CelebV-
Text. In the future, we plan to further enlarge CelebV-Text
in both scale and diversity. We may further explore several
new tasks based on CelebV-Text, such as fine-grained con-
trol of video face, adaptation of general pretrained models
to the face domain, and text-driven 3D-aware facial video
generation.

Ethical Consideration. CelebV-Text is intended for re-
search purposes only. While the raw videos will not be re-
leased, the data annotations, links to raw videos, and data
processing tools will be made available after undergoing
a rigorous legality check procedure at our institution. It
is worth noting that our data annotation does not include
any personal biometric information such as identity. Only
generic attribute information such as gender, hair color, and
motion is annotated. Additionally, synthetic videos gener-
ated in this work do not exhibit bias or certain biometric
information (e.g., big lips or big nose), alleviating ethical
concerns. CelebV-Text may be used for deepfakes, but it
can also be used for forgery detection tasks to prevent such
issues. We will try our best to control the application and ac-
quisition procedure of CelebV-Text to avoid potential mis-
use and abuse. In the future, we plan to use synthetic face
generation frameworks to generate synthetic face videos to
address the ethical shortcomings of existing real-world face
video datasets.
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quality data. This study is supported by the RIE2020 Indus-
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