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Abstract

Most real-world 3D measurements from depth sensors
are incomplete, and to address this issue the point cloud
completion task aims to predict the complete shapes of
objects from partial observations. Previous works often
adapt an encoder-decoder architecture, where the encoder
is trained to extract embeddings that are used as inputs
to generate predictions from the decoder. However, the
learned embeddings have sparse distribution in the feature
space, which leads to worse generalization results during
testing. To address these problems, this paper proposes
a hyperspherical module, which transforms and normal-
izes embeddings from the encoder to be on a unit hyper-
sphere. With the proposed module, the magnitude and direc-
tion of the output hyperspherical embedding are decoupled
and only the directional information is optimized. We the-
oretically analyze the hyperspherical embedding and show
that it enables more stable training with a wider range of
learning rates and more compact embedding distributions.
Experiment results show consistent improvement of point
cloud completion in both single-task and multi-task learn-
ing, which demonstrates the effectiveness of the proposed
method.

1. Introduction

The continual improvement of 3D sensors has made
point clouds much more accessible, which drives the de-
velopment of algorithms to analyze them. Thanks to deep
learning techniques, state of the art algorithms for point
cloud analysis have achieved incredible performance [9,

,25] by effectively learning representations from large 3D
datasets [3, 6, 26] and have many applications in robotics,
autonomous driving, and 3D modeling. However, point
clouds in the real-world are often incomplete and sparse
due to many reasons, such as occlusions, low resolution,
and the limited view of 3D sensors. So it is critical to have
an algorithm that is capable of predicting complete shapes
of objects from partial observations.

Given the importance of point cloud completion, it is
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Figure 1. An illustration of the architecture proposed in this paper. The up-
per subfigure shows the general point cloud analysis structure, where the
embedding is directly output from the encoder without constraints. The
lower subfigure shows the structure of the model with the proposed hy-
perspherical module. The figures under the embeddings illustrate the co-
sine similarity distribution between embeddings, which indicates a more
compact embedding distribution achieved by the proposed method and im-
proves point cloud completion.

unsurprising that various methods have been proposed to
address this challenge [18,27,31,34,37,41]. Most exist-
ing methods adapt encoder-decoder structures, in which the
encoder takes a partial point cloud as input and outputs
an embedding vector, and then it is taken by the decoder
which predicts a complete point cloud. The embedding
space is designed to be high-dimensional as it must have
large enough capacity to contain all information needed for
downstream tasks. However, the learned high-dimensional
embeddings, as shown in this paper, tend to have a sparse
distribution in the embedding space, which increases the
possibility that unseen features at testing are not captured
by the representation learned at training and leads to worse
generalizability of models.

Usually, one real-world application requires predictions
from multiple different tasks. For example, to grasp an
object in space the robot arm would need the informa-
tion about the shape, category, and orientation of the tar-
get object. In contrast to training all tasks individually from
scratch, a more numerically efficient approach would be to
train all relevant tasks jointly by sharing parts of networks
between different tasks [ 1,13,28]. However, existing point
cloud completion methods lack the analysis of accomplish-
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ing point cloud completion jointly with other tasks. We
show that training existing point cloud completion methods
with other semantic tasks together leads to worse perfor-
mance when compared to learning each individually.

To address the above limitations, this paper proposes a
hyperspherical module which outputs hyperspherical em-
beddings for point cloud completion. The proposed hy-
perspherical module can be integrated into existing ap-
proaches with encoder-decoder structures as shown in Fig-
ure 1. Specifically, the hyperspherical module transforms
and constrains the output embedding onto the surface of
a hypersphere by normalizing the embedding’s magnitude
to unit, so only the directional information is kept for later
use. We theoretically investigate the effects of hyperspher-
ical embeddings and show that it improves the point cloud
completion models by more stable training with large learn-
ing rate and more generalizability by learning more com-
pact embedding distributions. We also demonstrate the
proposed hyperspherical embedding in multi-task learning,
where it helps reconcile the learning conflicts between point
cloud completion and other semantic tasks at training. The
reported improvements of the existing state-of-the-art ap-
proaches on several public datasets illustrate the effective-
ness of the proposed method. The main contributions of this
paper are summarized as follows:

* We propose a hyperspherical module that outputs hy-
perspherical embeddings, which improves the perfor-
mance of point cloud completion.

* We theoretically investigate the effects of hyperspher-
ical embeddings and demonstrate that the point cloud
completion benefits from them by stable training and
learning a compact embedding distribution.

* We analyze training point cloud completion with other
tasks and observe conflicts between them, which can
be reconciled by the hyperspherical embedding.

2. Related Work

Point Cloud Completion. Point clouds in most 3D
datasets [2, 3,0, 10, 26] are incomplete and sparse due to
reasons, such as occlusions, low resolution, and the limited
view of 3D sensors. To address this problem, many works
have been proposed to perform point cloud completion, in
which people seek to recover the full shape of objects based
on the partial observations [27,31,34,37,41,43]. Most of
them adapt a pipeline of encoding the partial observations
into an embedding feature and then decode it to complete
point clouds. Since the structures of encoders have been
successfully explored by other 3D tasks [17, 21,22, 32],
most completion approaches focus on designing different
completion decoders [27,39,41]. However, those one-stage
decoders are shown to predict point clouds unevenly dis-
tributed over the surface of objects and fail to preserve de-

tailed structures in the inputs. Later approaches address
these issues by using a coarse-to-fine decoding strategy,
in which the decoding process generates several complete
shapes at different resolutions, and the partial point clouds
are used along with other intermediate decoding results to
maximally preserve structures in the inputs [31, 34, 35,37].
Instead of designing a structure of model, the method devel-
oped in the paper focuses on effectively learning representa-
tion, which is a more universal problem since the developed
method can be integrated into existing structures. We show
the improvement of existing point cloud completion by ap-
plying the proposed method on both one-stage and coarse-
to-fine decoders.

Embedding in Point Cloud. Most methods for point
cloud analysis use a max pooling layer as the last layer to
address the permutation issue contained in the unordered
point set [17,21,22,32]. Embeddings output from those en-
coders are learned from large datasets using an end-to-end
training. However, the embeddings learned in this way are
not imposed with constrain and tend to have a sparse dis-
tribution, which increases the possibility of testing inputs
accidentally falling into the unseen regions during training
due to gaps or holes in the embedding space [15,29]. The
expressiveness of the embeddings can be improved by other
techniques, such as adversarial training [, 33], probabilis-
tic modeling [18, 43]. In multi-task learning, point cloud
embeddings are shared by different decoders to improve
efficiency of models [5, 20, 25]. Unfortunately, those de-
coders learned by different task losses may require different
embedding distributions, which may lead to optimization
conflicts during training, and an unconstrained embedding
space makes such issues occur more frequently [24, 40].
In this paper, we propose to use a simple but effective
hyperspherical embedding for point cloud completion and
demonstrate the success of the proposed method in both
single-task learning and multi-task learning.

Hyperspherical Embedding. Effectively obtaining an
embedding that is needed for the corresponding learning
task from raw input data is very important. Compared to the
embeddings learned without constraints, some works pro-
posed to use the hyperspherical embedding by normalizing
it onto a unit hypersphere and have shown success in many
fields, such as representation learning, metric learning, and
face verification [14-16, 19,29, 30,42, 44]. All those works
suggested unit hypersphere is a nice feature space, and some
of them tried to explain the improvement by showing the
empirical observation of stabler training and better distri-
bution of embeddings when applying hyerspherical embed-
dings [14, 30, 44]. But all of them lack a comprehensive
analysis of why the hyperspherical embedding leads to a
better distribution of embeddings and the effects in multi-
task learning. Thus, this paper delves into the hyperspher-
ical embedding and we apply it to point cloud completion.
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Figure 2. An illustration of distributions of singular values. We compute singular values of weights in the layer right before the embedding, obtained from
the point cloud completion models on MVP dataset with different architectures described in the plot title. The mean of singular values are denoted by
vertical lines, and the inverted triangle denotes the largest singular value. This figure shows that the hyperspherical embedding leads to learning more poorly
conditioned weights, while the means of singular values with different embeddings are similar.
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3. Hyperspherical Embedding for Learning

Figure 3. Norm distribution of embeddings. The embeddings are de-

Point Cloud rived from the MVP test set on point cloud completion, obtained by using

. . . . different embeddings or different optimizers, as described in the plot ti-

This section describes the proposed hypersphencal mod- tles. Unconstrained embeddings (Unconstrained) are from models without
ule and investigates effects of the hyperspherical embed- the proposed module. Transformed embeddings (Transformed) are from

models with the proposed module but removing the normalization layer.
Hyperspherical embeddings (Hyper) are from models using the proposed
module, and the norm shown in this figure is computed before the normal-
ization.

ding.
3.1. Proposed Hyperspherical Module

To address the sparse embedding distribution, we pro-
pose a new hyperspherical module and its structure is shown
in Figure 1. The proposed module contains two layers,
a multi-layer perceptron (MLP) layer and a normalization

malization denoted by f is orthogonal to itself, {f, %> =0.

layer. The outputs from the encoder are first transformed by Proof. Suppose the normalization process follows Equa-
the MLP layer and then the normalization layer constrains tion 1 and the loss at optimization is denoted by L. The
the features onto the surface of hypersphere by l» normal- gradient to embedding f can be formulated as:
ization . N
’ oL oL
[ (1) oL _ of ~ o5 @
[1£1l2 of [1£1l2
where the || f]l2 = />, f7, and f denotes the [, normal- Based on it, we can show the orthogonality by computing
ized embedding of f. the inner product between the embedding and its gradient.
. . More details can be found in the supplementary, and similar
3.2. Effects of Hyperspherical Embedding conclusions are also reported in [29,42, 44].
In this.part, we inv.estigate the effects of optimizing the Proposition 2. For standard stochastic gradient descent
l5 normalized embedding and we draw several conclusions: (SGD), each update of embedding f will monotonically in-
1) the gradient of the embedding before normalization is or- crease its norm, || f |-

thogonal to itself; 2) the magnitude of the embedding before
normalization increases at each update during training; 3)
the increased magnitude enables more stable training with
a wider range of learning rates compared to unconstrained
embeddings; 4) the embedding distribution is compact in
the angular space, resulting better point cloud completion
performance in both single-task and multi-task learning.

Proof. The orthogonality between the embedding and
its gradient from Proposition 1 indicates that applying gra-
dient at each update increases the norm of an embedding,
which is validated by showing the distribution of embed-
ding’s norm in Figure 3. Similar observations are reported
in [42,44]. This property is based on the vanilla gradient de-
scent algorithm and does not strictly hold for optimizers that
Proposition 1. During optimizing lo normalized embed- use momentum or separate learning rates for individual pa-
ding f the computed gradient to the embedding before nor- rameters. However, we still find the same effect empirically
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hold for other SGD-based optimizers, such as Adam [12]
and RMSprop [&], as illustrated in Figure 3.

Proposition 3. The magnitude of the gradient is inversely
1

proportional to the norm of the embedding, g—? X 173"

Proof. Considering the norm || f||2 in the denominator
in Equation 2, the magnitude of the gradient is inversely
proportional to the norm of an embedding. This conclu-
sion is similar to the one in [44]. However, we further note
that this effect enables optimizing neural networks with a
wider range of learning rates. In particular, the norm of em-
bedding trained with a large learning rate quickly increases
shown by Proposition 2 until an appropriate effective learn-
ing rate is reached, while the same setting puts the model
at risk of overshooting the minima. So it may not be able
to converge when using unconstrained embeddings. Nor-
malizing the weights of neural networks has similar effects
reported by [23], while in this paper we focus on normal-
izing the layer of embedding and keep weights untouched,
which makes the implementation easier. Figure 9 shows
the comparison results with hyperspherical embedding and
unconstrained embeddings trained using different learning
rates, and more results can be found in Figure 10 and Fig-
ure 11 in the supplementary. All of them show that the hy-
perspherical embedding leads to more stable training with
a wider range of learning rates and better performance of
point cloud completion.

Proposition 4. Considering a vector is transformed by a
matrix, i.e., f = Wx. During optimization, the increased
norm of f requires a poorly conditioned matrix W.

Proof. The matrix W can be decomposed by singular
value decomposition (SVD):

W =Uxv?T 3)

where U and V are orthonormal matrices and ¥ is a diag-
onal matrix. Based on Equation 3, the norm of the trans-
formed output f is only related to singular values contained
in X, since orthonormal matrices U and V' do not mod-
ify the magnitude of inputs. In our case, the norm of f
increases during training from Proposition 2, so the ||X||2
will increase during optimization. However, increasing all
singular values in ||X|| makes the weight large, which ad-
versely affects the performance of models by overfitting the
training data [7]. Empirically we do not observe this issue
and find that the mean of the singular values trained with
normalized embeddings stays similarly to the one without
using it, shown in Figure 2. Therefore, the increase of cer-
tain singular values in X will inevitably lead to decrease of
other singular values. In particular, the large singular val-
ues get increased and small singular values get decreased to
increase the || X||2, which causes the weight W to be poorly
conditioned as it is illustrated in Figure 2.
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Figure 4. Cosine similarity distribution of embeddings. We compute pair-
wise cosine distance between embeddings obtained from the test set in
MVP dataset. We visualize the distribution in either one class or overall
classes as described in the plot titles. It shows that hyperspherical em-
beddings have more compact angular distribution. More visualizations of
different classes can be found in Figure 12 in the supplementary.

One effect of poorly conditioned weights is that it will
reduce the complexity in the input high-dimensional data
by keeping information on principle axes while ignoring in-
formation on other axes. By doing this, transformed vec-
tors by those weights tend to point in a similar direction.
Moreover, the hyperspherical embedding follows a [ nor-
malization, so the discrepancy of embeddings in magnitude
is further removed. We compute pairwise cosine distance of
embeddings trained with or without /5 normalization in the
test set and visualize the distribution in Figure 4. It shows
that hyperspherical embeddings have a more compact an-
gular distribution, while the unconstrained embedding dis-
tribution tends to be sparse. This compact embedding dis-
tribution helps the model generalize well on unseen data at
testing and increases the generalizability of models.

The learned compact embedding distribution also helps
reconcile the learning conflicts in multi-task learning. The
resulting compact embedding distribution forces different
tasks to learn within the shared space, while the uncon-
strained embedding space provides tasks the freedom to
land on optimal embedding distributions with discrepancy.
We use the gradient cosine similarity proposed by [40] to
measure the conflicts between different tasks and visual-
ize the training process in Figure 5. The figure shows that
the hyperspherical embeddings lead to smaller gradient con-
flicts at training, as larger cosine similarity indicates smaller
gradient conflicts. More discussion about the effects on
multi-task learning can be found in Sec 4.3.

4. Experiments

Experiments are divided into three parts. We first report
results on different datasets to evaluate the effectiveness of
the proposed methods in Sec 4.1. Second, we conduct a
detailed ablation study to validate the design of our hyper-
spherical module in Sec 4.2. Finally, we analyze and visual-
ize the effects of hyperspherical embeddings introduced in
Sec 4.3. All experiments are conducted on NVIDIA Tesla
V100 GPUs, and we use default training settings for all
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Figure 5. An illustration of gradient conflicts between tasks in multi-
task learning during training. We visualize the gradient cosine similar-
ity and gradient magnitude as indicated by the titles of subfigures, ob-
tained by training point cloud completion and shape classification on MVP
dataset. Hyperspherical embeddings lead to smaller gradient conflicts be-
tween tasks in multi-task learning.

baseline methods. In multi-task learning experiments, we
use fully connected layers and cross entropy loss to train
semantic tasks in multi-task learning, while decoders with
more sophisticated structures are used to generate complete
point clouds trained using Chamfer Distance [4].

4.1. Experiments on Different Datasets

Note, a longer description of the considered datasets and
experimental results on ModelNet40 and ShapeNet can be
found in the supplementary document.

MVP We evaluate point cloud completion on MVP [ 18]
and compare the results of generating complete shape with
2048 points, and qualitative results can be found in Figure
6. Compared to the predictions without our hyperspheri-
cal module, the predicted point clouds tend to be a bit more
blurry and contain more noise points. We assume it is due to
the test embeddings falling into regions not close to features
captured at training. More quantitative results are shown in
Table 1. We compare the baseline models by adding the hy-
perspherical module after the encoder and denote them by
(H). One exception is SnowFlakeNet, in which the decod-
ing process also consists of encoding modules, so we add
hyperspherical modules in its decoder as well. To achieve
fair comparison, we train all methods with the best training
setting and report their results. Table 1 shows that using
our proposed module brings consistent improvements of all
existing completion approaches by 3 ~ 9% decrease of av-
erage class Chamfer Distance. Multi-task learning on MVP
dataset will be discussed in Sec 4.3.

GraspNet To demonstrate on real-world scenarios, in
this part we aim to detect objects in 3D space along with
predicting their complete shapes on GraspNet dataset [5].
We modified the structures of VoteNet [20], which was de-
signed to detect 3D objects from point clouds. The in-
put point clouds are converted from the depth image cap-
tured by RGBD sensors. After extracting the embedding
from each proposal, three branches of decoders are followed
to generate predictions of 6DoF 3D bounding boxes, se-

mantics and objectness scores, and complete point clouds
of objects, respectively. In the evaluation, object detec-
tion is measured by mean average precision (mAP), poses
of objects are measured by the symmetry metric proposed
in [38], and the point cloud completion is measured by
Chamfer Distance. We evaluate the effectiveness of the pro-
posed hyperspherical module in this multi-task learning sce-
nario, and the results are shown in Table 2. Since the model
structures are the same except for decoders, we distinguish
the models by the decoders in the first column. Two-stage
completion decoders, such as Cascade and SnowFlakeNet,
are demonstrated to have better performance on synthetic
dataset, but they refine on perfect partial point clouds lo-
cated on object’s surfaces, which are inaccessible in this
case. As it is shown in Table 2, hyperspherical embeddings
help all three metrics with noticeable improvement compar-
ing to unconstrained embeddings. Qualitative results can be
found in Figure 7 and Figure 13 in the supplementary.

4.2. Ablation Study

Results of the ablation study are shown in Table 3 and
numbers in the table are the average class Chamfer Distance
of completion models with folding decoder reported on the
MVP test set. The accuracy of the model is improved after
applying the proposed hyperspherical module, reducing the
Chamfer Distance from 10.39 to 9.47, shown by row one
and row four. The structural design of the hyper module
is validated by results in the first four rows, and they also
indicates that the major improvement is brought by the nor-
malization layer, from 10.12 to 9.47. From row three and
row five, changing MLP layers, activation layer or batch
normalization layer does not improve the performance of
point cloud completion compared to the design used in this
paper. To validate the choice of [, manifold, we also report
the results of applying [; (9.99) and /5 (9.69) normalization.
All of them are shown to boost the performance, but the /5
manifold used in this paper has the best results.

4.3. Experiments on the Effects of Hyperspherical
Embedding

In this section, we study the effects of hyperspherical
embedding and provide empirical results and visualizations
that align with the conclusions claimed in Sec 3.

Increased Magnitude of Embedding From Proposi-
tion 2, the magnitude of an embedding gets increased dur-
ing the optimization, and we visualize the distribution of
embedding magnitude from test set on MVP dataset in
Figure 3. When optimizing our proposed hyperspherical
embedding denoted by (Hyper), the scale of embedding’s
magnitude before normalization is significantly larger than
those unnormalized denoted by (Unconstrained and Trans-
formed). Furthermore, we observe in two leftmost subfig-
ures that the range of embeddings’ magnitude changes little
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TopNet SnowFlakeNet

Figure 6. Qualitative results of various state-of-the-arts point cloud completion approaches on MVP test set.

Model ‘ plane cabinet car chair lamp sofa  table wcraft bed bench bshelf bus guitar mbike pistol sboard ‘ average
Folding [39] 471 9.08 681 1522 23.12 1028 1432 990 22.02 1028 1448 524 202 691 7.21 4.59 10.39
Folding (H) 4.48 882 6.68 13.79 2144 9.66 1298 8.57 1893 896 1344 495 2.03 643  6.22 4.20 9.47
PCN [41] 4.23 935 673 13.56 2094 1051 1420 981 21.32 998 1508 545 190 6.23 6.23 5.03 10.03
PCN (H) 4.24 914 649 13.04 2247 10.04 1299 875 1895 933 1393 506 1.84 6.00 592 4.15 9.52
TopNet [27] 4.63 923 679 1431 19.50 1048 1430 9.65 20.54 10.12 1553 536 2.09 6.77 174 4.94 10.12
TopNet (H) 4.07 913 6.75 13.08 1945 10.03 12.85 8.89 19.50 9.63 1433 523 2.03 6.66 642 3.92 9.50
Cascade [31] 2.66 8.69 6.02 1022 13.07 876 990 6.67 1644 756 11.00 497 1.98 458 454 2.78 7.49
Cascade (H) 2.61 852 597 952 1203 871 983 646 1578 7.17 11.15 490 1.88 450 4.24 2.76 7.25
SnowFlakeNet [37] | 1.94 7.61 561 677 682 7.09 721 4.65 1098 476 754 416 1.14 378 3.5 2.67 5.37
SnowFlakeNet (H) | 1.89 726 536 650 759 672 6.63 467 1039 439 737 403 095 3.60 315 2.84 5.21

Table 1. The performance of different completion approaches trained on MVP dataset. The Chamfer Distance is reported, multiplied by 104, on the provided

test set. “H” indicates using the proposed hyperspherical module.

Inputs Ground Truth Folding Folding Hyper

Figure 7. Qualitative 3D detection, pose estimation, and point cloud com-
pletion results on GraspNet test set.

Model | mAP (0.25) CD  Pose Acc.
Folding 70.50 0.18 52.42
Folding (H) | 7121  0.14  54.01
PCN 69.11 0.21 50.33
PCN (H) 70.93 0.15 52.39

Table 2. Performance on GraspNet test set. Average precision with 3D
ToU threshold 0.25 (mAP 0.25) is reported for object detection, Chamfer
Distance (CD) is reported for point cloud completion, multiplied by 104,
and pose accuracy (Pose Acc.) is reported for 6D pose estimation. The
first column indicates the structure of decoder used in the model, and “H”
indicates using the proposed hyperspherical module.

after adding a MLP layer, which validates that {2 normal-
ization is the key to increase embedding magnitude. Even

Base 1-layer MLP 2-layer MLP ReLU&BN I I 13‘ CD
10.39
10.12
9.57
9.47
10.06
10.02
9.69

9.99

AN N N NENENEN
AN N RN
ENENENEN

v

Table 3. Results of ablation study. The reported metric is Chamfer Dis-
tance, multiplied by 10%, of point cloud completion on MVP test set.
“Base” indicates not using the proposed module, or unconstrained embed-
dings; “1-layer MLP” indicates using one MLP layer in the hyperspher-
ical moduel; “2-layer MLP” indicates using two MLP layers in the hy-
perspherical moduel; “ReLU&BN” indicates using ReLU activation and
Batch Normalization after each MLP layer; “L*” indicates the type of nor-
malization in the hyperspherical module.

though the effect is based on vanilla gradient descent, we
still find it empirically holds for modern optimizers, such as
Adam and RMSProp shown in the two rightmost subfigures
of Figure 3.

Enabling Wider Range of Learning Rates When op-
timizing a normalized embedding, the gradient at each up-
date can be computed by following the Equation 2, and it
indicates that the magnitude of gradient is inversely propor-
tional to the norm of the embedding shown in Proposition 3.
One benefit of this finding is that the increased norms of em-
beddings help neural networks gain robustness to varying
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Figure 8. Illustration of point cloud interpolation in the embedding space. The generated point clouds with hyperspherical embeddings have more clear

clues from source or target shapes than those with unconstrained embeddings.

values of learning rate. Figure 9 (Figure 10 and Figure 11
are in the supplementary) show the results of models on dif-
ferent tasks using different learning rates. Compared to the
point cloud completion results with unconstrained embed-
ding, the models using hyperspherical embeddings perform
more stably under a wider range of learning rates with bet-
ter performance in particular for large learning rates. If the
learning rate is large, the norm of embeddings before nor-
malization quickly increases and makes the effective learn-
ing rate small enough to stabilize training. When trained
with small learning rates, models perform similarly using
either hyperspherical embeddings or unconstrained embed-
dings. This can be explained by the observation that slightly
increased or similar norms of embeddings using the hyper-
spherical embeddings compared to unconstrained embed-
dings, and a small learning rate would slow down the speed
of increase of embeddings’ norm.

Compact Embedding Distribution Based on Proposi-
tion 2 and Proposition 4, optimizing hyperspherical embed-
ding drives the model to learn complexity reduction by ill-
conditioned weights. We empirically verify this by visual-
izing the singular value distribution of weights trained with
point cloud completion task on MVP dataset, and the results
are shown in Figure 2. We observe that singular values of
weights learned with the hyperspherical embedding have a
larger value span than those without normalized embedding,
while the majority of them are located near zero.

The resulting poorly conditioned weights make a com-
pact embedding distribution in the angular space. Figure 4
illustrates the angular distribution of embeddings by com-
puting cosine similarity of pairwise embeddings from the
MVP test set. Adding a MLP layer to transform the uncon-
strained embedding does not change the span of angular dis-
tribution significantly, while the hyperspherical embeddings
have much narrower angular span and are distributed more
compactly on both single class and overall classes. Com-
pared to a compact embedding distribution, one disadvan-
tage of the sparse embedding distribution is that it increases
the possibility of unseen features falling far away from the
seen features at training, which inevitably worsens the gen-
eralization of models at testing. To visually demonstrate the
degree of sparsity in the embedding space, we use trained

models that perform point cloud reconstruction on Model-
Net40 to interpolate embeddings on the embedding space
and generate point clouds, and the results are shown in Fig-
ure 8. Compared to results from unconstrained embedding
space, the point clouds in hyperspherical embeddings space
have more clear clues from source or target shapes, because
the interpolated hyperspherical embeddings are closer to
features captured at training. Thus, it helps with generat-
ing more reasonable shapes of objects at testing.

Improvement on Multi-task Learning In addition to
single-task learning, the proposed hyperspherical module
also improves the performance of point cloud completion
in multi-task learning with other semantic tasks. To ver-
ify this, we report the results of jointly training point cloud
completion and shape classification on MVP dataset in Fig-
ure 9. More results of multi-task learning on ModelNet40
and ShapeNet datasets can be found in the supplementary.
By comparing the results of models with unconstrained
embeddings, the proposed hyperspherical module has lit-
tle benefit on the performance of semantic tasks. However,
the proposed module improves the point cloud completion
task with more stable performance when using large learn-
ing rates than those with unconstrained embeddings, since
the same settings tend to cause the unconstrained models
unconverged. In terms of the converged results, models with
our method still outperform their baselines.

To make a fair comparison, we also report results of
other approaches developed for multi-task learning using
different types of embeddings trained on MVP dataset as
shown in Table 4. The second to fifth columns show re-
sults of models with different training strategies indicated
by the column title. Unsurprisingly, models with the pro-
posed hyperspherical modules outperform the baselines on
point cloud completion in both single-task and multi-task
learnings under all settings. By comparing the completion
results in multi-task learning, manually searching the opti-
mal weights between completion task and classification task
takes much time, but it achieves the best completion results
with little affection on classification performance. Further-
more, the rightmost column (S. vs. M.) presents the percent
of changes comparing the best completion results in multi-
task learning to those in single-task learning. It shows im-
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Figure 9. Performance of multi-task learning of point cloud completion and classification on MVP dataset with different learning rates.

Single Task Equal Weights | PCGrad [40] Uncert. [11] | Weight Search
Model Acc CD Acc CD Acc CD Acc CD Acc CD | S.vs.M.
Folding 89.68 10.39 || 89.77 11.37 | 89.67 11.21 | 89.81 11.22 | 89.12 10.45 -0.58
Folding (H) 8991 947 | 89.63 10.26 | 89.77 10.13 | 89.51 10.07 | 89.43  9.40 0.74
PCN 89.62 10.03 || 89.58 10.75 | 89.41 10.75 | 89.33 10.77 | 89.26  10.37 -3.39
PCN (H) 89.55 9.52 || 89.79 9.73 | 89.56 9.58 | 89.69 9.58 | 89.78  9.45 0.74
TopNet 89.49 10.12 || 89.59 10.42 | 89.84 10.33 | 89.58 10.52 | 89.43 10.24 -1.19
TopNet (H) 89.55 9.50 | 89.51 9.64 | 89.80 9.59 | 8990 948 | 89.74 8.79 7.47
Cascade 9091 7.49 | 90.23 858 | 90.33 853 | 90.27 851 | 90.18 7.50 -0.13
Cascade (H) 90.51 725 || 90.19 832 | 90.02 8.18 | 90.32 832 | 9048 7.22 0.41
SnowFlakeNet 9093 537 | 9090 5.19 | 9099 529 | 90.18 527 | 90.75 5.04 6.15
SnowFlakeNet (H) | 90.91 5.21 | 9098 5.09 | 9095 5.21 | 90.13 5.11 | 90.82 5.02 3.65

Table 4. Comparison results of models using different multi-task training strategies on MVP dataset. Results of shape classification (Acc) and point cloud
completion (CD) are reported, multipied by 10%. “S. vs. M.” shows the percentage of performance change comparing best completion results in multi-task

learning to those in single-task learning.

provement of completion performance trained in multi-task
learning when using our method, while the models with
unconstrained embeddings struggle in the degradation of
completion performance when they are trained with shape
classification. One exception is SnowFlakeNet with uncon-
strained embeddings, which gets improved on completion
when trained with classification. We argue that it is due to
multi-task learning helps with reducing the overfitting issue
observed when training SnowFlakeNet in single-task learn-
ing, but our proposed method (5.02) still outperforms its
baseline (5.04).

This paper focuses on point cloud completion, but the
empirical results show a neutral effect on classification. Ta-
ble 4 shows slight improvement (Folding and TopNet) and
regression (PCN, Cascade and SnowFlakeNet) in single-
task classification. Hyperspherical embedding leads to a
compact embedding space, which means that the inter-class
space is reduced compared to regular embedding space.
We suppose that it raises challenges when learning a clas-
sifier and explains that hyperspherical embedding is not
commonly adopted in single-task learning of classification.
However, our method helps classification to be robust in
multitasking while we observe noticeable degradation of
classification without our method in weight search column.

To delve into the effects of hyperspherical embedding
on multi-task learning, we visualize the conflicts between
tasks when training them jointly in Figure 5. Specifically,
the measure we visualize is the cosine similarity of gradi-
ents on the shared encoders with respect to different task

losses, where negative values indicate conflicting gradients,
as proposed by [40]. The visualization shows that the gradi-
ent cosine similarity with hyperspherical embeddings are al-
most positive, while those with unconstrained embeddings
tend to be more negative, which explains the improvement
of point cloud completion in multi-task learning with clas-
sification observed in Table 4. Moreover, we find that the
classification task dominates the training since its magni-
tude of gradient is significantly larger than gradients with
respect to completion loss, as shown in the right subfigure in
Figure 5. This aligns well with the results of weight search
experiments, where smaller classification weight or larger
completion weight lead to better completion performance.

5. Conclusions

This paper proposes a general module for point cloud
completion. In particular, our hyperspherical module trans-
forms and normalizes the output from the encoder onto the
surface of a hypersphere before it is processed by the fol-
lowing decoders. We study the effects of the proposed hy-
perspherical embeddings in both theoretical and experimen-
tal ways. Extensive experiments are performed on synthetic
and real-world datasets, and the achieved state-of-the-art re-
sults in both single-task and multi-task learnings demon-
strate the effectiveness of the proposed method.
Acknowledgements. This work is supported by the Ford
Motor Company via award N022977 and the National Sci-
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