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Abstract

In this paper, we focus on the problem of category-level
object pose estimation, which is challenging due to the large
intra-category shape variation. 3D graph convolution (3D-
GC) based methods have been widely used to extract local
geometric features, but they have limitations for complex
shaped objects and are sensitive to noise. Moreover, the
scale and translation invariant properties of 3D-GC restrict
the perception of an object’s size and translation informa-
tion. In this paper, we propose a simple network structure,
the HS-layer, which extends 3D-GC to extract hybrid scope
latent features from point cloud data for category-level ob-
ject pose estimation tasks. The proposed HS-layer: 1) is
able to perceive local-global geometric structure and global
information, 2) is robust to noise, and 3) can encode size
and translation information. Our experiments show that the
simple replacement of the 3D-GC layer with the proposed
HS-layer on the baseline method (GPV-Pose) achieves a
significant improvement, with the performance increased by
14.5% on 5◦2cm metric and 10.3% on IoU75. Our method
outperforms the state-of-the-art methods by a large margin
(8.3% on 5◦2cm, 6.9% on IoU75) on REAL275 dataset and
runs in real-time (50 FPS)1.

1. Introduction

Accurate and efficient estimation of an object’s pose and
size is crucial for many real-world applications [48], in-
cluding robotic manipulation [15], augmented reality [36],
and autonomous driving, among others. In these appli-

*The corresponding author.
1Code is available: https://github.com/Lynne-Zheng-Linfang/HS-Pose
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Figure 1. Illustration of the hybrid scope feature extraction of the
HS-layer. As shown in the right figure, the proposed HS-layer possesses
various advantages, including the capability of capturing both local and
global geometric information, robustness to outliers, and the encoding of
scale and translation information. Building upon the GPV-pose, the HS-
layer is employed to develop a category-level pose estimation framework,
namely HS-Pose. Upon receiving an input point cloud, HS-Pose outputs
the estimated 6D pose and 3D size of the object, as shown in the left fig-
ure. Given the strengths of the HS-layer, HS-Pose is capable of handling
complex object shapes, exhibits robustness to outliers, and achieves better
performance compared with existing methods.

cations, it is essential that pose estimation algorithms can
handle the diverse range of objects encountered in daily
life. While many existing works [3,13,29,50] have demon-
strated impressive performance in estimating an object’s
pose, they typically focus on only a limited set of ob-
jects with known shapes and textures, aided by CAD mod-
els. In contrast, category-level object pose estimation al-
gorithms [7, 22, 34, 45, 49] address all objects within a
given category and enable pose estimation of unseen objects
during inference without the target objects’ CAD models,
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which is more suitable for daily-life applications. However,
developing such algorithms is more challenging due to the
shape and texture diversity within each category.

In recent years, category-level object pose estimation re-
search [5, 55, 56] has advanced rapidly by adopting state-
of-the-art deep learning methods. [2, 46] gain the ability
to generalize by mapping the input shape to normalized or
metric-scale canonical spaces and then recovering the ob-
jects’ poses via correspondence matching. Better handling
of intra-category shape variation is also achieved by lever-
aging shape priors [4, 42, 56], symmetry priors [20], or do-
main adaptation [17,21]. Additionally, [5] enhances the per-
ceptiveness of local geometry, and [7,55] exploit geometric
consistency terms to improve the performance further.

Despite the remarkable progress of existing methods,
there is still room for improvement in the performance of
the category-level object pose estimation. Reconstruction
and matching-based methods [17, 42, 46] are usually lim-
ited in speed due to the time-consuming correspondence-
matching procedure. Recently, various methods [5, 7,
20, 55, 56] built on 3D graph convolution (3D-GC) [23]
have achieved impressive performance and run in real-time.
They show outstanding local geometric sensitivity and the
ability to generalize to unseen objects. However, only look-
ing at small local regions impedes their ability to leverage
the global geometric relationships that are essential for han-
dling complex geometric shapes and makes them vulnerable
to outliers. In addition, the scale and translation invariant
nature of 3D-GC restrict the perception of object size and
translation information.

To overcome the limitations of 3D-GC in category-level
object pose estimation, we propose the hybrid scope latent
feature extraction layer (HS-layer), which can perceive both
local and global geometric relationships and has a better
awareness of translation and scale. Moreover, the proposed
HS-layer is highly robust to outliers. To demonstrate the ef-
fectiveness of the HS-layer, we replace the 3D-GC layers in
GPV-Pose [7] to construct a new category-level object pose
estimation framework, HS-pose. This framework signifi-
cantly outperforms the state-of-the-art method and runs in
real time. Our approach extends the perception of 3D-GC to
incorporate other essential information by using two paral-
lel paths for information extraction. The first path encodes
size and translation information (STE), which is missing in
3D-GC due to its invariance property. The second path ex-
tracts outlier-robust geometric features using the receptive
field with the feature distance metric (RF-F) and the outlier-
robust feature extraction layer (ORL).

The main contribution of this paper is as follows:

• We propose a network architecture, the hybrid scope
latent feature extraction layer (HS-layer), that can
simultaneously perceive local and global geometric
structure, encode translation and scale information,

and extract outlier-robust feature information. Our
proposed HS-layer balances all these critical aspects
necessary for category-level pose estimation.

• We use the HS-layer to develop a category-level pose
estimation framework, HS-Pose, based on GPV-Pose.
The HS-Pose, when compared to its parent frame-
work, has an advantage in handling complex geometric
shapes, capturing object size and translation while be-
ing robust to noise.

• We conduct extensive experiments and show that the
proposed method can handle complex shapes and out-
performs the state-of-the-art methods by a large mar-
gin while running in real-time (50FPS).

2. Related Works
Instance-level object pose estimation Instance-level

object pose estimation estimates the pose of known ob-
jects with the 3D CAD model provided. Existing meth-
ods usually achieve the pose using end-to-end regres-
sion [14, 16, 18], template matching [1, 30, 35], or 2D-
3D correspondence-matching [3, 8, 10, 28, 38, 43]. End-to-
end regression-based methods estimate object pose directly
from the visual observations and have a high inference
speed. Template matching methods recover the object pose
by comparing the visual observation and usually exhibit ro-
bustness to textureless objects. [11, 44] use the 3D models
as templates, which achieve high accuracy but suffer from
low matching speed. In recent years, latent feature-based
template matching methods [6, 24, 39, 40] have achieved
real-time performance and have gained popularity. 2D-3D
correspondence matching-based methods [37, 52] first esti-
mate the 2D-3D correspondences and then retrieve the ob-
jects’ pose by PnP methods. They show outstanding results
for textured objects. The correspondences can be sparse
bounding box corners [33, 41], or distinguishable points on
the object’s surface [19, 31, 32]. While the aforementioned
methods have shown impressive capabilities in estimating
object pose, their applicability is limited to a few objects
and usually needs the corresponding CAD models.

Category-level object pose estimation Category-level
methods estimate the pose of unseen objects within specific
categories [12, 22, 27, 34]. NOCS [46] suggests mapping
the input shape to a normalized canonical space (NOCS)
and retrieving the pose by point matching. [2, 12, 17] en-
hance NOCS using a shape prior [42], mapping the shape to
a metric scale space [2], or domain adaptation [17]. [4, 21]
leverage structural similarity between the shape prior and
the observed object. TransNet [53] extends the targets to
transparent objects. However, they show limited speed and
are unsuitable for real-time applications. CATRE [26] ex-
plored real-time pose refinement for pose estimation. FS-
Net [5] explored local geometric relationships using 3D-
GC [23], which shows robustness to rotation estimation and
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runs in real-time. [7, 20, 55, 56] inherit the utilization of
3D-GC and enhance the pose estimation performance in
different ways. SAR-Net [20] proposes shape alignment
and symmetry-aware shape reconstruction. GPV-Pose [7]
presents geometric-pose consistency terms and point-wise
bounding box (Bbox) voting. [55, 56] further enhance [7]
by shape deformation [56] and residual Bbox voting [55].
Nonetheless, they only look at local geometric relationships
and are limited in handling more complex shapes.

3. Methodology
This paper considers the category-level pose estimation

problem of estimating the 6D pose and 3D size of an arbi-
trary instance in the same category based on visual obser-
vation. In particular, our approach estimates the 3D rota-
tion R ∈ SO(3), the 3D translation t ∈ R3, and the size
s ∈ R3 of object instances based on a depth image, the
objects’ categories, and segmentation masks. The segmen-
tation mask and category information can be generated by
object detectors (e.g. MaskRCNN [9]). We use point cloud
data P ∈ RN×3 as the direct input of our network, which is
achieved by back-projecting the segmented depth data and
downsampling.

Due to the fact that geometric features are essential
for determining an object’s pose across different shapes,
the 3D graph convolution (3D-GC) [23] is widely adopted
in recent category-level object pose estimation methods
[5,7,20,55,56]. In particular, GPV-Pose [7] uses a 3D-GCN
encoder, formed by 3D-GC layers, together with geometric
consistency terms for category-level object pose estimation
and achieves state-of-the-art performance. However, 3D-
GC cannot perceive global geometric features, limiting its
capability to handle complex geometric shapes and being
sensitive to noise. Also, it is invariant to scale and transla-
tion, which contradicts category-level pose estimation tasks
(i.e., size and translation estimation).

In this paper, we propose the hybrid scope geometric fea-
ture extraction layer (HS-layer) which is based on 3D-GC
and keeps its local geometric sensitivity while extending it
to have the following characteristics: 1) perception of global
geometric structural relationships, 2) robustness to noise,
and 3) encoding of size and translation information, partic-
ularly for category-level object pose estimation tasks.

3.1. Background of 3D-GC

The core unit of 3D-GC is a deformable kernel that gen-
eralizes the convolution kernel used in 2D image processing
to deal with unstructured point cloud data. In particular, a
3D-GC kernel KS is defined as:

KS = {(kC ,wC), (k1,w1), . . . , (kS ,wS)}, (1)

where S is the total number of support vectors, kC =
[0, 0, 0]T is the central kernel point, {ks ∈ R3}Ss=1 are the

support kernel vectors and w is the weight associated with
each kernel vector. The 3D-GC kernel performs a convolu-
tion on the receptive field RM (pi), which is the point along
with its neighbors and their associated features f :

RM (pi) = {(pi,fi), (pm,fm)|pm ∈ NM (pi)}. (2)

Here NM (pi) is the set of the M nearest neighbor points of
pi. In particular, in [23] the receptive field with point dis-
tance metric (RF-P) is used for finding which of the nearest
neighbors is within the point distance metric:

distp(pi,pj) = ∥pi − pj∥ . (3)

For more details, the readers can refer to the original
work [23]. It should be noted that 3D-GC has size and
translation invariance by design. Although this invariance
may be benefit tasks like segmentation and classification, it
harms the pose estimation task as the size and translation
are the targets to estimate.

3.2. Overall Framework

The overview of the framework, HS-Pose, is shown in
Figure 2. We use the proposed HS-layer to form an en-
coder (HS-encoder) to extract the hybrid scope latent fea-
tures from the input point cloud data. Then, the extracted
latent features are fed into the downstream branches for
object pose estimation. To demonstrate the effectiveness
of the proposed HS-layer, which can be inserted into any
category-level object pose estimation method, we construct
our hybrid scope pose estimation network (HS-Pose) based
on the state-of-the-art 3D-GC based GPV-Pose with mini-
mal modification. Specifically, we only replace the 3D-GC
layers of the 3D-GCN encoder of GPV-Pose with the HS-
layer and keep all the other settings the same as the origi-
nal GPV-Pose, which include network layers, network con-
nection structure, and the downstream branches. Therefore,
the extracted features from the encoder along with the input
point cloud are fed into three modules for object pose re-
gression, symmetric-based point cloud reconstruction, and
bounding box voting. During inference, only the encoder
and the pose regression module are used.

Inside the HS-layer, we extract the hybrid scope latent
features of the input using two parallel paths. The first path
performs scale and translation encoding (STE), which pro-
vides essential information for size and translation estima-
tion. The second path extracts outlier-robust geometric fea-
tures by leveraging local and global geometric relationships,
as well as global information in two phases. In the first
phase, we form the receptive fields of points based on their
feature distances (RF-F), then feed them to a graph convo-
lution (GC) layer to extract high-level geometric features.
The output of the GC layer is taken as the second phase’s
input and passes through an outlier-robust feature extrac-
tion layer (ORL), where each point feature is adjusted by
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Figure 2. Overview of the proposed HS-Pose. The core unit of our framework is HS-layer, which extracts the hybrid scope features of the input data
in two paths to gain scale and translation encoding and capture outlier robust geometric features. We stack HS-layers and 3D graph max pooling layers to
form an HS-encoder, and then connect it to three sub-modules to form HS-Pose. The three sub-modules are used for pose regression, symmetry-aware point
cloud reconstruction, and bounding box voting, respectively.

an outlier robust global information. The final output of the
HS-layer is the element-wise summation of the features of
both paths.

3.3. Scale and Translation Encoding (STE)

As mentioned earlier, even though 3D-GC provides ge-
ometric features crucial in rotation estimation, it loses the
essential translation and scale information necessary for
pose estimation. To address this problem, existing 3D-GC-
based methods try to use another network for translation
and size estimation [5] or concatenate the point cloud data
with the extracted features for downstream estimation tasks
with the assistance of other modules (i.e., bounding box vot-
ing) [7, 55, 56]. While these methods are effective and all
achieve improvements from the baseline, we emphasize the
scale and translation information is beneficial during the la-
tent feature extraction phase.

As shown in Figure 2, our suggestion is to connect in
parallel a linear layer (see STE in HS-layer in the figure)
to the geometric extraction path and then perform element-
wise summation for their output features:

f out
n = g(fn) + h(fn), (4)

where h and g apply linear transformation and geometric
feature extraction on the features of the points, respectively,
and fn is the n-th point’s feature. In particular, we use the
points’ positions for size and translation encoding in the
first layer since there are no features in the original point
cloud. Our ablation study in Table 1 shows that this design
choice keeps the advantage of geometric feature extraction,
and boosts the performance of translation and scale estima-
tion.

RF-P RF-F feature space
Figure 3. The illustration and comparison of the receptive field be-
tween RF-P and RF-F. RF-P could only capture geometric structures in
a small local region, while RF-F could capture more complex global ge-
ometric relationships among the latent features for each point in a high-
dimensional hyperspace.

3.4. Receptive field with feature distance (RF-F)

As introduced in Sec. 3.1, 3D-GC learns awareness of lo-
cal geometric features by forming receptive fields with point
Euclidean distance metric (RF-P) and then using the de-
formable kernel-based graph convolution to extract geomet-
ric features for the receptive fields. However, RF-P restricts
the perception to small local regions. Even though the per-
ceived regions can be enlarged when cooperating with 3D
graph pooling, it can not perceive the global geometric re-
lationships essential for complex geometric structures. This
limitation is also exhibited in the performance of category-
level object pose estimation tasks [7], where the methods
show impressive capability in handling simple geometric
shapes (e.g. bowl) while encountering difficulty with more
complex shapes (e.g. mug and camera). However, this lim-
itation has not been well addressed. To this end, we extend
the 3D-GC and propose a simple manner to leverage global
geometric structural relationships.

We suggest forming the receptive field with the feature
distance metric (RF-F). Specifically, we find pi’s neighbors
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Figure 4. The design intuition of the outlier robust feature extraction
layer (ORL). X is the input point cloud of a camera with outliers, and Y is
the complete shape. Having a perception of global information, especially
the more reliable part, helps the network gain resistance to noise.

using the feature distance metric:

distf (pi,pm) = ∥fi − fm∥ . (5)

In other words, with the feature distance metric, the distance
between two points is the Euclidean distance between their
associated features. We denote the corresponding receptive
fields as RM

f (pi). This receptive field has the advantage
that it is not restricted to local regions; distant points with
similar features can also be included.

Figure 3 shows the difference between RF-P and RF-F.
RF-F can capture a larger receptive field and, therefore, can
capture geometric relationships in a larger area, while the
RF-P always formed with local regions. For initialization,
in the first layer, we use RF-P and set all the features f to
1. The RF-F is used in the following layers for extracting
higher-level geometric relationships.

3.5. Outlier robust feature extraction layer (ORL)

3D-GC’s sensitivity to noise influences the category-
level methods [5, 7, 55, 56] that are based on it. To ad-
dress this problem, we introduce an outlier robust feature
extraction layer (ORL) on top of the 3D-GC layer, which
enhances the method’s robustness to noise. The ORL is
constructed as follows. Denote the input to this layer as
{(p1,f1), . . . , (pN ,fN )}, where fn ∈ RD is the feature
of point pn. As illustrated in Figure 4, outliers are distrac-
tive, and their features f should not be trusted. To focus on
the global information of the more reliable part, we need a
mechanism to alleviate the deviation caused by the outliers.
Using the global average or maximum pooling directly is
limited in addressing this, as all points are taken equally in
the pooling procedure.

To lower outliers’ influence, we propose using the local
region as a guide to extract the global feature. As shown in
Figure 2 (see ORL), we first use RF-P to find the M near-
est neighbors of each point NM

p (pn). Then, we extract the
channel-wise max features of NM

p (pn) using a maximum
pooling layer. It should be noted that the points in the re-
liable parts are more likely to be presented in other points’
receptive fields and thus contribute more to the results of the
max pooling. The output of the max pooling layer is then
passed to a global average pooling layer to get the global

feature f global. We then generate an adjusting feature using
the f global and the original input per-point feature fn by first
concatenating them and then feeding them to a linear layer.
The final output of ORL is the result of the summation of
the adjusting feature and the input features fn of this layer.

4. Experiments

Implementation details: To rigorously verify the effec-
tiveness of the proposed HS-layer and ensure a fair compar-
ison with the baseline GPV-Pose, we construct the HS-Pose
by replacing GPV-Pose’s 3D-GC layer with the HS-layer
while keeping the overall network structure and network pa-
rameters identical to the GPV-Pose, as shown in Figure 2.
For a fair comparison, we choose 10 neighbors for the RF-F,
consistent with the RF-P in GPV-Pose. The neighbor num-
ber of ORL is the same as the RF-F. No other parameters
need to be set for the HS-layer as they only depend on the
input and output. We also keep the settings, data augmenta-
tion strategy, loss terms, and their parameters, the same as
those in GPV-Pose’s official code2. Following GPV-Pose,
the off-the-shelf object detector MaskRCNN [9] is em-
ployed to generate instance segmentation masks, and 1028
points are randomly sampled as the input to the network.
The code is developed using PyTorch. We run all exper-
iments on a computer equipped with an Intel(R) Core(TM)
i9-10900K CPU, 32 GB RAM, and an NVIDIA GeForce
RTX 3090 GPU. All categories are trained together with a
batch size of 32, and the training epochs are set to 150 and
300 for REAL275 and CAMERA25 datasets, respectively.
The Ranger optimizer [25, 51, 54] is used with the learning
rate starting at 1e−4 and then decreasing based on a cosine
schedule for the last 28% training phase.

Baseline methods: We use GPV-Pose [7] as the base-
line for the ablation study. Since GPV-Pose did not pro-
vide the performance of 10◦2cm, 2cm, and 5◦, we generate
them using their official code2. To ensure a fair compari-
son of their relative speeds, we report GPV-Pose’s speed on
our machine using the same evaluation code as ours. The
results of the other methods are taken directly from the cor-
responding papers.

Datasets: We evaluate our method on REAL275 [46]
and CAMERA25 [46], the two most popular bench-
mark datasets for category-level object pose estimation.
REAL275 is a real-world dataset that provides 7k RGB-
D images in 13 scenes. It contains 6 categories of objects
(can, laptop, mug, bowl, camera, and bottle), and every cat-
egory contains 6 instances. The training data comprises
4.3k images from 7 scenes, with 3 objects from each cat-
egory shown in different scenes. The testing data includes
2.7k images from 6 scenes and 3 objects from each category.
CAMERA25 is a synthetic RGB-D dataset that contains the

2https://github.com/lolrudy/GPV Pose
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Table 1. Ablation studies on REAL275.
Higher score means better performance. Overall best results are in bold, and the second-best results are underlined.

Row Method IoU25 IoU50 IoU75 5◦2cm 5◦5cm 10◦2cm 10◦5cm 2cm 5◦ Speed(FPS)

A0 GPV-Pose [7] (baseline) 84.2 83.0 64.4 32.0 42.9 55.0 73.3 69.7 44.7 69

B0 A0 + STE 84.2 82.2 73.1 36.4 45.1 62.2 76.7 75.6 47.4 66
B1 A0 + RF-F 84.2 82.8 67.7 38.9 52.3 62.1 81.8 71.7 56.1 65
B2 A0 + STE + RF-F 84.1 82.0 72.0 42.7 53.7 63.4 79.2 75.7 57.0 64

C0 A0 + STE + RF-F + Average Pool 84.1 81.7 73.4 43.7 54.8 65.7 81.6 75.7 58.5 62
C1 A0 + STE + RF-F + Max Pool 84.2 81.7 74.8 44.3 54.5 66.9 81.8 77.3 58.1 62

D0 A0 + STL + RF-F + ORL (Full) 84.2 82.1 74.7 46.5 55.2 68.6 82.7 78.2 58.2 50

E0 D0: Neighbor number: 10 → 20 84.3 82.8 75.3 46.2 56.1 68.9 84.1 77.8 59.1 38

same categories as REAL275. It provides 1085 objects for
training and 184 for testing. The training set contains 275K
images, and the testing set contains 25K.

Evaluation metrics: Following [7,55], we use the mean
average precision (mAP) of the 3D Intersection over Union
(IoU) with thresholds of 25%, 50%, and 75% to evaluate the
object’s size and pose together. We evaluate the rotation and
translation estimation performance using the metrics of 5◦,
10◦, 2cm and 5cm, which means an estimation is considered
correct if its corresponding error is lower than the threshold.
The pose estimation performance is also evaluated using the
combination of rotation and translation thresholds: 5◦2cm,
5◦5cm, 10◦2cm, and 10◦5cm.

4.1. Ablation Study

To validate the proposed architecture, we conduct inten-
sive ablation studies using the REAL275 [46] dataset. We
incrementally add the proposed strategies (STE, RF-F, and
ORL) on the baseline (GPV-Pose) to study their influences.
The full ablation study results are shown in Table 1.

[AS-1] Scale and translation encoding (STE). To
demonstrate the effectiveness of STE and highlight the sig-
nificance of scale and translation awareness when extract-
ing latent features, we parallelly connected a single linear
layer to each 3D-GC layer in the encoder of the GPV-Pose.
The results in Table 1, specifically the [B0] row, indicate
that the inclusion of STE has a significant positive impact
on scale and translation estimation (8.7% improvement on
IoU75 and 5.9% improvement on 2cm) while also slightly
improving rotation estimation (2.7% improvement on 5◦).
As shown in Table 2, such a simple addition even outper-
forms the SSP-Pose in several strict metrics (IoU75, 5◦2cm,
and 5◦5cm) and shows a notable improvement of 6.8% on
the IoU75 metric, despite that the SSP-Pose extends the
GPV-Pose using a much more complex shape deformation
module. The experiment results demonstrate the effective-
ness of STE.

[AS-2] Receptive field with feature distance (RF-F).
To show the usefulness of the proposed RF-F strategy and
to demonstrate the importance of the global geometric re-

lationships, we apply RF-F on GPV-Pose. From the results
in Table 1 ([B1]), we see that RF-F has a substantial im-
pact on rotation estimation and brings a performance leap
by 11.4% on 5◦ metric. In addition, it improves the perfor-
mance on IoU75 and 2cm by 3.3% and 2.0%, respectively,
thanks to the fact that having a sense of the global geo-
metric relationships is helpful in finding the object’s center
and shape boundary. When comparing the experimental re-
sults with the state-of-the-art methods in Table 2, our sim-
ple RF-F strategy achieves comparable performance with
the state-of-the-art methods and outperforms them on the
stricter metrics (e.g. 5◦2cm and 5◦5cm).

[AS-3] The combination of RF-F and STE. To exhibit
the benefit of leveraging global geometric relationships and
size-translation awareness, we conduct an experiment that
combines RF-F and STE. As shown in [B2], the coopera-
tion of RF-F and STE enhances each other and contributes
to a better performance than their individual results. When
compared with the baseline method, GPV-Pose, the combi-
nation of RF-F and STE improves 5◦5cm by 10.8%, 5◦ by
12.3% and IoU75 by 7.6%.

[AS-4] Outlier robust feature extraction layer (ORL).
To demonstrate the effectiveness of the ORL, we add the
ORL on top of [AS-3]. The results shown in the [D0] row of
Table 1 demonstrate that using global features to adjust per-
point feature extraction is helpful for both pose and size es-
timation with an improvement of 5.2% (10◦2cm) and 2.7%
(IoU75), respectively. To check the effectiveness of the out-
lier robust global feature, we further conduct two experi-
ments by replacing the outlier robust global feature with two
popular global pooling methods: average pooling [C0] and
max pooling [C1]. The results of [D0], [C0], and [C1] all
show the contribution of global information to pose estima-
tion. The comparison between [D0] and [C0, C1] shows
that the outlier robust global feature plays a positive role
and enhances the overall performance.

[AS-5] Capability of handling complex shapes. To
exhibit the proposed method’s capability in handling com-
plex geometric shapes, we compare the rotation estima-
tion results of the three proposed strategies (STE, RF-F,
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Figure 5. The rotation estimation of the proposed three strategies
and GPV-Pose on categories with different geometric complexity. The
figure shows the rotation estimation mAP (5◦ and 10◦) on objects with
different geometric complexities (i.e. bottle is the simplest and the camera
is the most complex one). Our method boosted the rotation estimation of
the simple shape (bowl) to almost 100% and increased the rotation mAP
on more complex objects (mug and camera) by a large margin.

and ORL) and GPV-Pose on categories with different shape
complexity in Figure 5. As shown in the figure, the pro-
posed method increases the mAP of categories with com-
plex shapes (i.e. mug and camera) and handles simple
shapes (i.e. bowl) with ease. The figure also demonstrates
the effectiveness of leveraging global geometric relation-
ships (STE+RF-F vs. STE) and shows the usefulness of out-
lier robust global information guided feature extraction in
ORL (STE+RF-F+ORL vs. STE+RF-F).

[AS-6] Noise resistance. To demonstrate the outlier ro-
bustness of the proposed method, we tested GPV-Pose and
our method under different outlier ratios. As shown in Fig-
ure 6, our method outperforms GPV-Pose by a large margin
across a range of outlier ratios and is steadier when the out-
lier ratio increases. More details are in the Supplementary.

[AS-7] Neighbor numbers. We investigate the influ-
ence of neighbor numbers used in ORL and RF-F on the
performance. The details are presented in the supplemen-
tary. The results show that the performance is best when the
neighbor numbers are in a certain range. We also observed
that using the same neighbor numbers in ORL and RF-F en-
hances the performance: the precision results are best when
the neighbor numbers for both ORL and RF-F are 20 or 30.
The results for 20 neighbor numbers are shown in row [E0]
of Table 1, which outperforms the results with 10 neigh-
bors. It should be noted that, for a fair comparison with
GPV-Pose and focusing on the HS-layer’s structural design,
we use the results with 10 neighbors (as GPV-Pose) in all
tables and figures if not specified.

4.2. Comparison With State-of-the-Art Methods

Results on REAL275 dataset: We compare the per-
formance of the proposed HS-Pose with the state-of-the-art
methods in Table 2, which shows the mAP scores in dif-
ferent metrics. We choose methods that use depth only for
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Figure 6. The comparison of noise resistance between GPV-Pose and
the proposed HS-Pose under different outlier ratios (from 0.0% to
40.0%). Our method outperforms GPV-Pose by a large margin across all
outlier ratio levels and is steadier when the outlier ratio increases.

pose estimation for a fair comparison. As shown in the ta-
ble, our method outperforms the state-of-the-art methods
in all metrics except the IoU50 in which our method also
have comparable performance. Besides, our method can
run in real-time. It is worth noting that our method outper-
forms the second rank on strict metrics by a large margin,
with 8.3% improvement on 5◦2cm, and 7.1% on 5◦5cm,
and 6.9% on IoU75. We also provide the comparison with
methods [2,4,21,22,42,46,47] and that by using other data
modalities (e.g. RGB and RGB-D) in the supplementary,
we outperform the state-of-the-art on 5 metrics out of 9 and
achieved the second rank on 3 metrics. Notably, most of
them leverage synthetic data, whose datasets contain many
more images and objects for training purposes, and also ex-
hibit a limited inference speed. Our method is trained us-
ing REAL275 with only 1.6k images and 18 objects while
achieving real-time performance. A qualitative comparison
between GPV-Pose and our method is shown in Figure 7.
Our method achieves a better size and pose estimation (e.g.
the first three columns), shows robustness to occlusion (e.g.
the laptop in the last column), and handles complex shapes
better (e.g. the cameras and mugs in each column).

Results on CAMERA25 Dataset: The performance
comparison of the proposed method and the state-of-the-
art is shown in Table 3. Our method ranks top and second
on all the metrics without prior information. Of the four
scores ranked second, three are close to the tops with negli-
gible differences (0.1% on 10◦5cm and IoU75 metrics, and
0.2% on 5◦2cm metric). It is also worth noting that CAM-
ERA25 is a synthetic dataset that contains no noise, so one
main contribution of the proposed method, noise robust-
ness, is not reflected in this dataset. However, this contri-
bution can be identified by comparing the proposed and the
state-of-the-art methods’ performance on the CAMERA25

3We use the result provided by GPV-Net, which is higher than the re-
ported result in the FS-Net paper.
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Table 2. Comparison with the state-of-the-art methods (depth only) on REAL275 dataset.
Higher score means better performance. Overall best results are in bold, and the second-best results are underlined.

Method IoU25 IoU50 IoU75 5◦2cm 5◦5cm 10◦2cm 10◦5cm 10◦10cm Speed(FPS)

SAR-Net [20] - 79.3 62.4 31.6 42.3 50.3 68.3 - 10
FS-Net3 [5] 84.0 81.1 63.5 19.9 33.9 - 69.1 71.0 20

UDA-COPE [17] - 79.6 57.8 21.2 29.1 48.7 65.9 - -
SSP-Pose [56] 84.0 82.3 66.3 34.7 44.6 - 77.8 79.7 25
RBP-Pose [55] - - 67.8 38.2 48.1 63.1 79.2 - 25
GPV-Pose [7] 84.1 83.0 64.4 32.0 42.9 55.0 73.3 74.6 69

Ours 84.2 82.1 74.7 46.5 55.2 68.6 82.7 83.7 50

GPV-
Pose:

Ours:

Figure 7. Qualitative results of our method (green line) and the GPV-Pose (blue line). The ground truth results are shown with white lines. The
estimated rotations of symmetric objects (e.g. bowl, bottle, and can) are considered correct if the symmetry axis is aligned.

Table 3. Comparison with state-of-the-art methods (depth-only) on
CAMERA25 dataset. Overall best results are in bold, and the second-
best results are underlined. Prior denotes whether the method uses shape
priors.

Method Prior IoU50 IoU75 5◦2cm 5◦5cm 10◦2cm 10◦5cm

SAR-Net [20] ✓ 86.8 79.0 66.7 70.9 75.3 80.3
SSP-Pose [56] ✓ - 86.8 64.7 75.5 - 87.4
RBP-Pose [55] ✓ 93.1 89.0 73.5 79.6 82.1 89.5
GPV-Pose [7] 93.4 88.3 72.1 79.1 - 89.0

Ours 93.3 89.4 73.3 80.5 80.4 89.4

and the REAL275 dataset. The REAL275 dataset contains
the same object categories as the CAMERA25 but is real-
world collected and contains complex noise. It can be ob-
served that the performance drop of our method is much less
than other methods when encountering real-world noises
in the REAL275. This demonstrates that our method is
more noise-robust compared with other methods. A more
comprehensive comparison with methods using RGB and
RGB-D data is included in the supplementary, in which our
method still shows competitive results despite using depth-
only data.

5. Conclusion

In this paper, we proposed a hybrid scope latent feature
extraction layer, the HS-layer, and used it to construct a

category-level object pose estimation framework HS-Pose.
Based on the advantages of the HS-layer, HS-Pose can han-
dle complex shapes, capture an object’s size and translation,
and is robust to noise. The capability of the overall frame-
work is demonstrated in the experiments. The comparisons
with the existing methods show that our HS-Pose achieves
state-of-the-art performance. In future work, we plan to ap-
ply our proposed HS-layer to other problems where unstruc-
tured data needs to be processed, and the combination be-
tween the local and the global information becomes critical.
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