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Abstract

Reliable confidence estimation for deep neural classi-
fiers is a challenging yet fundamental requirement in high-
stakes applications. Unfortunately, modern deep neural
networks are often overconfident for their erroneous predic-
tions. In this work, we exploit the easily available outlier
samples, i.e., unlabeled samples coming from non-target
classes, for helping detect misclassification errors. Partic-
ularly, we find that the well-known Outlier Exposure, which
is powerful in detecting out-of-distribution (OOD) samples
from unknown classes, does not provide any gain in identi-
fying misclassification errors. Based on these observations,
we propose a novel method called OpenMix, which incor-
porates open-world knowledge by learning to reject uncer-
tain pseudo-samples generated via outlier transformation.
OpenMix significantly improves confidence reliability un-
der various scenarios, establishing a strong and unified
framework for detecting both misclassified samples from
known classes and OOD samples from unknown classes.
The code is publicly available at https://github.
com/Impression2805/OpenMix.

1. Introduction

Human beings inevitably make mistakes, so do ma-
chine learning systems. Wrong predictions or decisions can
cause various problems and harms, from financial loss to
injury and death. Therefore, in risk-sensitive applications
such as clinical decision making [14] and autonomous driv-
ing [29, 63], it is important to provide reliable confidence
to avoid using wrong predictions, in particular for non-
specialists who may trust the computational models with-
out further checks. For instance, a disease diagnosis model
should hand over the input to human experts when the pre-
diction confidence is low. However, though deep neural net-
works (DNNs) have enabled breakthroughs in many fields,
they are known to be overconfident for their erroneous pre-
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class #1                      class #2                counterexample         misclassification

 adult / suit                child / casual                  dog / suit              adult (low confid.)

Figure 1. Illustration of advantages of counterexample data for
reliable confidence estimation. The misclassified image has the
most determinative and shortcut [18] features from class #1 (i.e.,
suit). Counterexample teaches the model the knowledge of what
is not adult even if it has suit, which could help reduce model’s
confidence on wrong predictions.

dictions [25, 62], i.e., assigning high confidence for ① mis-
classified samples from in-distribution (ID) and ② out-of-
distribution (OOD) samples from unknown classes.

In recent years, many efforts have been made to enhance
the OOD detection ability of DNNs [2, 13, 15, 23, 26, 39],
while little attention has been paid to detecting misclassi-
fied errors from known classes. Compared with the widely
studied OOD detection problem, misclassification detection
(MisD) is more challenging because DNNs are typically
more confident for the misclassified ID samples than that for
OOD data from a different distribution [19]. In this paper,
we focus on the under-explored MisD, and propose a sim-
ple approach to help decide whether a prediction is likely to
be misclassified, and therefore should be rejected.

Towards developing reliable models for detecting mis-
classification errors, we start by asking a natural question:

Why are human beings good at confidence estimation?
A crucial point is that humans learn and predict in con-
text, where we have abundant prior knowledge about other
entities in the open world. According to mental models
[11,31,54] in cognitive science, when assessing the validity
or evidence of a prediction, one would retrieve counterex-
amples, i.e., which satisfy the premise but cannot lead to
the conclusion. In other words, exploring counterexamples
from open world plays an important role in establishing re-
liable confidence for the reasoning problem. Inspired by
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this, we attempt to equip DNNs with the above ability so
that they can reduce confidence for incorrect predictions.
Specifically, we propose to leverage outlier data, i.e., un-
labeled random samples from non-target classes, as coun-
terexamples for overconfidence mitigation. Fig. 1 presents
an intuitive example to illustrate the advantages of outlier
samples for reducing the confidence of misclassification.

To leverage outlier samples for MisD, we investigate the
well-known Outlier Exposure (OE) [26] as it is extremely
popular and can achieve state-of-the-art OOD detection per-
formance. However, we find that OE is more of a hin-
drance than a help for identifying misclassified errors. Fur-
ther comprehensive experiments show that existing popular
OOD detection methods can easily ruin the MisD perfor-
mance. This is undesirable as misclassified errors widely
exist in practice, and a model should be able to reliably
reject those samples rather than only reject OOD samples
from new classes. We observe that the primary reason for
the poor MisD performance of OE and other OOD meth-
ods is that: they often compress the confidence region of
ID samples in order to distinguish them from OOD sam-
ples. Therefore, it becomes difficult for the model to further
distinguish correct samples from misclassified ones.

We propose a learning to reject framework to leverage
outlier data. ① Firstly, unlike OE and its variants which
force the model to output a uniform distribution on all train-
ing classes for each outlier sample, we explicitly break the
closed-world classifier by adding a separate reject class for
outlier samples. ② To reduce the distribution gap between
ID and open-world outlier samples, we mix them via sim-
ple linear interpolation and assign soft labels for the mixed
samples. We call this method OpenMix. Intuitively, the pro-
posed OpenMix can introduce the prior knowledge about
what is uncertain and should be assigned low confidence.
We provide proper justifications and show that OpenMix
can significantly improve the MisD performance. We would
like to highlight that our approach is simple, agnostic to the
network architecture, and does not degrade accuracy when
improving confidence reliability.

In summary, our primary contributions are as follows:

• For the first time, we propose to explore the effective-
ness of outlier samples for detecting misclassification
errors. We find that OE and other OOD methods are
useless or harmful for MisD.

• We propose a simple yet effective method named
OpenMix, which can significantly improve MisD per-
formance with enlarged confidence separability be-
tween correct and misclassified samples.

• Extensive experiments demonstrate that OpenMix sig-
nificantly and consistently improves MisD. Besides, it
also yields strong OOD detection performance, serv-
ing as a unified failure detection method.

2. Related Work

Misclassification detection. Chow [7] presented an opti-
mal rejection rule for Bayes classifier. For DNNs, a com-
mon baseline of MisD is the maximum softmax probability
(MSP) score [25]. Some works [8, 41] introduce a sepa-
rate confidence network to perform binary discrimination
between correct and misclassified training samples. One
clear drawback of those methods is that DNNs often have
high training accuracy where few or even no misclassified
examples exist in the training set. Moon et al. [43] proposed
to learn an ordinal ranking relationship according to confi-
dence for reflecting the historical correct rate during train-
ing dynamics. A recent work [64] demonstrates that cali-
bration methods [20, 44, 45, 52] are harmful for MisD, and
then reveals a surprising and intriguing phenomenon termed
as reliable overfitting: the model starts to irreversibly lose
confidence reliability after training for a period, even the
test accuracy continually increases. To improve MisD, a
simple approach, i.e. FMFP [64] was designed by elimi-
nating the reliable overfitting phenomenon. A concurrent
work [65] develops classAug for reliable confidence esti-
mation by learning more synthetic classes.

Utilizing outlier samples. Auxiliary outlier dataset is com-
monly utilized in many problem settings. For example, Lee
et al. [37] leveraged outliers to enhance adversarial robust-
ness of DNNs. Park et al. [47] used outliers to improve
object localization performance. ODNL [56] uses open-
set outliers to prevent the model from over-fitting inherent
noisy labels. In addition, outlier samples are also effective
for improving few-shot learning [35] and long-tailed classi-
fication [57]. In the area of confidence estimation, OE [26]
has been the most popular and effective way to improve
OOD detection ability by using outlier samples.

OOD detection. This task focuses on judging whether an
input sample is from novel classes or training classes. Com-
pared with MisD, OOD detection has been studied exten-
sively in recent years and various methods have been devel-
oped, including training-time [4,26,51,55,58] and post-hoc
strategies [13, 23, 36, 38, 39]. Cheng et al. [6] proposed a
AoP (Average of Pruning) framework to improve the per-
formance and stability of OOD detection, which also offers
notable gain for MisD. Most existing OOD detection works
do not involve detecting misclassified errors. We would like
to highlight that both OOD and misclassified samples are
failure sources and should be rejected together.

3. Problem Setting and Motivation
3.1. Preliminaries: MisD and OE

Basic notations. Let X ∈ Rd denote the input space and
Y = {1, 2, ..., k} represents the label space. Given a sample
(x, y) drawn from an unknown distribution P on X × Y ,
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Table 1. MisD performance can not be improved with OE. AUROC and FPR95 are percentage. AURC is multiplied by 103.

Dateset Method AURC ↓ AUROC ↑ FPR95 ↓
ResNet110 WRNet DenseNet ResNet110 WRNet DenseNet ResNet110 WRNet DenseNet

CIFAR-10 MSP [25] 9.52±0.49 4.76±0.62 5.66±0.45 90.13±0.46 93.14±0.38 93.14±0.65 43.33±0.59 30.15±1.98 38.64±4.70
+ OE [26] 10.10±0.54 4.83±0.13 8.23±0.95 90.02±0.36 93.09±0.15 91.44±0.15 46.89±1.78 38.78±2.59 45.86±2.30

CIFAR-100 MSP [25] 89.05±1.39 46.84±0.90 66.11±1.56 84.91±0.13 88.50±0.44 86.20±0.04 65.65±1.72 56.64±1.33 62.79±0.83
+ OE [26] 103.06±2.50 58.05±1.21 86.96±2.27 83.81±0.49 86.36±0.20 84.25±0.50 71.11±0.77 62.96±0.38 70.39±0.65

a neural network classifier f(·) : Rd → ∆k produces a
probability distribution for x on k classes, where ∆k de-
notes the k − 1 dimensional simplex. Specifically, fi(x)
denotes the i-th element of the softmax output vector pro-
duced by f . Then ŷ =: argmaxy∈Y fy(x) can be re-
turned as the predicted class and the associated probability
p̂ =: maxy∈Y fy(x) can be viewed as the predicted confi-
dence. Denote by Din the distribution over X of ID data.
Besides, we can also have access to some unlabeled outlier
samples (i.e., Dout) coming from outside target classes. At
inference time, most of the inputs are from known classes,
and they can be correctly classified or misclassified. We use
Dtest,✓

in and Dtest,×
in to represent the distribution of correct

and misclassified ID samples, respectively.

Misclassification detection. MisD, also known as failure
prediction [8,64], is a critical safeguard for safely deploying
machine learning models in real-world applications. It fo-
cuses on detecting and filtering wrong predictions (Dtest,×

in )
from correct predictions (Dtest,✓

in ) based on their confidence
ranking. Formally, denote κ a confidence-rate function
(e.g., the MSP or negative entropy) that assesses the degree
of confidence of the predictions, with a predefined threshold
δ ∈ R+, the misclassified samples can be detected based on
a decision function g such that for a given input xi ∈ X :

g(xi) =

{
correct if κ(xi) ≥ δ,

misclassified otherwise.
(1)

Outlier Exposure. OE [26] leverages auxiliary outliers to
help the model detect OOD inputs by assigning low confi-
dence for samples in Dout. Specifically, given a model f and
the original learning objective ℓCE (i.e., cross-entropy loss),
OE minimizes the following objective:

EDtrain
in

[ℓCE(f(x), y)] + λ EDout [ℓOE(f(x̃))], (2)

where λ > 0 is a penalty hyper-parameter, and ℓOE is de-
fined by Kullback-Leibler (KL) divergence to the uniform
distribution: ℓOE(f(x)) = KL(U(y)∥f(x)), in which U(·)
denotes the uniform distribution. Basically, OE uses the
available OOD data Dout to represent the real OOD data that
would be encountered in open environments. Although the
limited samples in Dout can not fully reveal the real-world
OOD data, OE surprisingly yields strong performance in
OOD detection. The strong effectiveness of outliers for im-
proving OOD detection has been verified by many recent

works [39, 40]. This leads us to ask: Can we use outlier
data to help detect misclassification errors?
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Figure 2. The AUROC and averaged confidence of correct samples
under different training epochs. OE results in (left) worse AUROC
with (right) under-confident correctly classified samples.

3.2. Motivation: understanding the effect of OE

We start with the empirical experiments of OE, analyzing
the role of outlier data for MisD. Throughout this subsec-
tion, we perform experiments on CIFAR [34] using standard
cross-entropy loss and OE based training, respectively. We
use 300K RandImages as the OOD auxiliary dataset fol-
lowing [26, 56, 57]. Specifically, all images that belong to
CIFAR classes are removed in RandImages so that Din
and Dout are disjoint. Evaluation metrics include AURC
↓ [17], FPR95 ↓ and AUROC ↑ [10].

OE has negative impact on MisD. Table 1 presents the re-
sults of training without/with the auxiliary outlier dataset.
We can observe that OE consistently deteriorates the MisD
performance under various metrics. For example, when
training with OE on CIFAR-10/WRNet, the FPR95↓ in-
creases 8.63 percentages compared with baseline, i.e., MSP.
In Fig. 2 (left), we can observe that the AUROC of OE is
consistently lower than that of baseline method during train-
ing of WRNet on CIFAR-10. Intuitively, to distinguish cor-
rect predictions from errors, the model should assign high
confidence for correct samples, and low confidence for er-
rors. However, in Fig. 2 (right), we find that OE can signifi-
cantly deteriorate the confidence of correct samples, which
makes it difficult to separate correct and wrong predictions.

Understanding from feature space uniformity. Overcon-
fidence for misclassified prediction implies that the sample
is projected into the density region of a wrong class [64].
Intuitively, excessive feature compression would lead to
over-tight class distribution, increasing the overlap between
correct and misclassified samples. To better understand the
negative effect of OE for MisD, we study its impact on the
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learned deep feature space. Let z(·) represent the feature
extractor, we then define and compute the inter-class dis-
tances πinter = 1

Zinter

∑
yl,yk,l ̸=k d(µ(Zyl

),µ(Zyk
)),

and average intra-class distances πintra =
1

Zintra

∑
yl∈y

∑
zi,zj∈Zyl

,i̸=j d(zi, zj), in which d(·; ·)
is the distance function. Zyl

= {zi := z(xi)|yi = yl}
denotes the set of deep feature vectors of samples in class
yl. µ(Zyl

) is the class mean. Zintra and Zinter are
two normalization constants. Finally, the feature space
uniformity (FSU) is defined as πfsu = πintra/πinter [49].
Intuitively, large FSU increases the instances in low density
regions and encourages the learned features to distribute
uniformly (maximal-info preserving) in feature space.

When facing OOD samples from new classes, small FSU
(larger inter-class distance and small intra-class distance)
could result in less overlap between ID and OOD sam-
ples. However, compared to OOD data, misclassified sam-
ples are ID and distributed much closer to correct samples
of each class. As shown in Fig. 3, the FSU is reduced
with OE. By forcing the outliers to be uniformly distributed
over original classes, OE introduces similar effect as label-
smoothing [45], which leads to over-compressed distribu-
tions, losing the important information about the hardness
of samples. Consequently, ID samples of each class would
be distributed within a compact and over-tight region, mak-
ing it harder to separate misclassified samples from correct
ones. Supp.M provides a unified view on the connection
between FSU and OOD detection, MisD performance.
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Figure 3. The impact of OE on the deep feature space. With OE,
the feature space uniformity (FSU) is reduced, which indicates ex-
cessive feature compression and has negative influence for MisD.
Our OpenMix leads to less compact feature distributions.

How to use outliers for MisD? Based on the above ob-
servations and analysis, we argue that the original OE [26]
should be modified from two aspects for MisD:

• On learning objective. Simply forcing the model to
yield uniform distribution for outliers with ℓOE would
lead to reduced feature space uniformity and worse
MisD performance. We suggest that the original ℓOE
loss should be discarded, and a new learning objective
to use outliers should be designed.

• On outlier data. Outliers from unknown classes are
OOD samples and have a large distribution gap with ID
misclassified samples, which could weaken the effect

...
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feature extractor classifier with

reject class
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Figure 4. The pipeline of OpenMix.

for MisD. To overcome this issue, we suggest trans-
forming available outlier data into new outliers that are
distributed closer to ID misclassified samples.

Motivated by the above observations and analysis, we pro-
pose to modify OE from the perspective of learning objec-
tive and outlier data, respectively.

4. Proposed Method: OpenMix
Learning with reject class. Different from OE that forces
the model to output uniform distribution, we propose to pre-
dict the outliers as an additional reject class. Specifically,
for a k-class classification problem, we extend the label
space by explicitly adding a separate class for outlier sam-
ples. Formally, denote Iyi := (0, ..., 1, .., 0)⊤ ∈ {0, 1}k+1

is a one-hot vector and only the yi-th entry is 1. For the out-
lier dataset, we map the samples to the (k + 1)-class. The
learning objective is:

Ltotal = EDtrain
in

[ℓ(f(x), y)] + γEDout [ℓ(f(x̃), ỹ)], (3)

where ỹ = k+1 and γ denotes a hyper-parameter. With re-
ject class, the negative effect of outliers for MisD could be
alleviated. However, there is little performance gain com-
pared with baseline method, as will be shown in Sec. 5.2.
Intuitively, the best auxiliary samples are the misclassified
examples. However, OOD outliers can not represent mis-
classified ID samples well due to the distribution gap.

Outlier transformation via Mixup. The distribution gap
existing between misclassified ID samples and the OOD
outliers significantly limits the effectiveness of learning
with reject class. To address this issue, we propose a sim-
ple yet powerful strategy to shrink the gap by transforming
the original outliers to be near the ID distribution. Specif-
ically, inspired by the well-known Mixup technique [61],
we perform simple linear interpolation between ID training
samples and OOD outliers. Formally, Given a pair of ex-
amples (x, y) and (x̃, ỹ) respectively sampled from the ID
training set and outlier data, we apply linear interpolation to
produce transformed outlier (x̆, y̆) as follows:

x̆ = λx+ (1− λ)x̃, Iy̆ = λIy + (1− λ)Iỹ. (4)

The λ ∈ [0, 1] is a parameter sampled as λ ∼ Beta(α, α)
for α ∈ (0,∞). y ∈ {1, ..., k}, ỹ = k + 1 and Iy̆ denotes
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Algorithm 1: OpenMix for MisD

Input: Training dataset Dtrain
in . Outlier dataset Dout.

1 for each iteration do
2 Sample a mini-batch of ID training data

{(xi, yi)}ni=1 from Dtrain
in ;

3 Sample a mini-batch of OOD outlier data
{x̃i}ni=1 from Dout;

4 Generate transformed outlier data {(x̆i, y̆i)}ni=1

based on Eq. 4;
5 Perform common gradient descent on f with

Ltotal based on Eq. 5;

the one-hot label. Compared with Mixup [61], our method
involves outliers and makes sure that one of the interpolated
labels always belongs to the added class, i.e., the (k + 1)-th
class. As shown in Sec. 5.2, other interpolation strategies
like CutMix [59] and Manifold Mixup [53] can also be used.

Final learning objective. Combining reject class with out-
lier transformation, the final training objective of our Open-
Mix is as follows:

Ltotal = EDtrain
in

[ℓ(f(x), y)] + γEDmix
out
[ℓ(f(x̆), y̆)]

= EDtrain
in

[−Iy log f(x)] + γEDmix
out
[−Iy̆ log f(x̆)].

(5)

In practice, we do not produce all mixed samples before-
hand, but apply the outlier transformation in each mini-
batch during training like Mixup. The details of OpenMix
are provided in Algorithm 1, and Fig. 4 illustrates the over-
all framework of OpenMix.

Inference. Our method focuses on detecting misclassified
samples from known classes. Therefore, only the original
k classes are evaluated in test phase. Specifically, the pre-
dicted label of an input ŷ =: argmaxy∈Y fy(x) and the
corresponding confidence is the common MSP score, i.e.,
p̂ =: maxy∈Y fy(x), in which Y = {1, 2, ..., k}.

Why OpenMix is beneficial for MisD? Here we provide
an interpretation: OpenMix increases the exposure of low
density regions. In standard training, it is difficult for reli-
able confidence learning because the low density regions
(uncertain regions) are often under-explored, where few
data points are mapped to those regions. This is expected
as cross-entropy loss forces all samples to be correctly clas-
sified by matching their probability distributions with one-
hot labels. As a result, the low density regions with rich
uncertainty are largely ignored, leading to overconfidence
for incorrect predictions. With OpenMix, the samples syn-
thesized via outlier transformation, i.e., mixup of the outlier
and ID regions, could reflect the property of low density re-
gions, and soft labels teach the model to be uncertain for
those samples. The results in Fig. 3 confirm that OpenMix
can effectively enlarge the FSU with increased exposure of

low density regions. Besides, by keeping one of the classes
in soft labels always belonging to the (k + 1) class, Open-
Mix can keep the confidence of correct samples over origi-
nal k classes, as shown in Fig. 2 (right). Supp.M provides
a theoretical justification showing that OpenMix increases
the exposure of low density regions.

5. Experiments
Datasets and networks. We conduct a thorough empirical
evaluation on benchmark datasets CIFAR-10 and CIFAR-
100 [34]. For network architectures, we consider a wide
range of DNNs such as ResNet110 [22], WideResNet [60]
and DenseNet [27]. We use 300K RandImages [26] as
the auxiliary outlier data and more discussions on the dif-
ferent choices of outlier datasets are presented in Sec. 5.2.
Besides, the results of large-scale experiments on ImageNet
[12] with ResNet-50 [21] are also reported.

Training configuration. All models are trained using SGD
with a momentum of 0.9, an initial learning rate of 0.1, and
a weight decay of 5e-4 for 200 epochs with the mini-batch
size of 128 for CIFAR. The learning rate is reduced by a
factor of 10 at 100, and 150 epochs. For experiments on
ImageNet, we perform the automatic mixed precision train-
ing. Implementation details are provided in Supp.M.

Evaluation metrics. ① AURC. The area under the risk-
coverage curve (AURC) [17] depicts the error rate com-
puted by using samples whose confidence is higher than
some confidence thresholds. ② AUROC. The area under
the receiver operating characteristic curve (AUROC) [10]
depicts the relationship between true positive rate (TPR)
and false positive rate (FPR). ③ FPR95. The FPR at 95%
TPR denotes the probability that a misclassified example is
predicted as a correct one when the TPR is as high as 95%.
④ ACC. Test accuracy (ACC) is also an important metric.

de
ns

ity

MSP                                            Energy                                         LogitNorm                                

confidence                                            confidence                                          confidence                                                 

Figure 5. OOD detection methods lead to worse confidence sepa-
ration between correct and wrong samples.

5.1. Comparative Results

OOD detection methods failed in detecting misclassi-
fication errors. As shown in Table 2, we observe that
the simple MSP can consistently outperform Energy [39],
MaxLogit [23], ODIN [38] and LogitNorm [58], which are
strong OOD detection methods. The illustration in Fig. 5
shows that those methods lead to more overlap between
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Table 2. Mean and standard deviations of MisD performance on CIFAR benchmarks. The experimental results are reported over three
trials. The best mean results are bolded. AUROC, FPR95 and Accuracy are percentages. AURC is multiplied by 103.

Network Method CIFAR-10 CIFAR-100

AURC ↓ AUROC ↑ FPR95 ↓ ACC ↑ AURC ↓ AUROC ↑ FPR95 ↓ ACC ↑

ResNet110

MSP [ICLR17] [25] 9.52±0.49 90.13±0.46 43.33±0.59 94.30±0.06 89.05±1.39 84.91±0.13 65.65±1.72 73.30±0.25
Doctor [NeurIPS21] [19] 9.51±0.49 90.15±0.44 42.95±0.78 94.30±0.06 89.84±1.12 84.94±0.09 64.75±1.37 73.30±0.25
ODIN [ICLR18] [38] 20.82±1.09 79.45±0.75 59.32±1.08 94.30±0.06 167.53±9.93 68.95±1.95 79.64±1.43 73.30±0.25
Energy [NeurIPS20] [39] 15.13±0.85 84.72±0.80 53.89±0.65 94.30±0.06 128.66±5.05 76.80±1.07 73.54±0.73 73.30±0.25
MaxLogit [ICML22] [23] 14.93±0.87 85.00±0.80 53.01±1.13 94.30±0.06 125.38±4.54 77.73±0.96 70.61±0.70 73.30±0.25
LogitNorm [ICML22] [58] 12.57±1.32 88.82±0.84 56.27±2.61 92.64±0.23 118.00±3.17 79.56±0.16 73.09±0.18 71.68±0.34
Mixup [NeurIPS18] [61] 16.27±1.33 86.21±0.83 40.71±0.88 94.69±0.31 87.39±1.83 84.60±0.88 64.95±3.28 75.08±0.30
RegMixup [NeurIPS22] [48] 7.88±0.64 89.40±0.64 50.91±1.47 95.10±0.23 75.76±2.00 84.80±0.48 64.75±1.16 76.15±0.14

OpenMix (ours) 6.31±0.32 92.09±0.36 39.63±2.36 94.98±0.20 73.84±1.31 85.83±0.22 64.22±1.35 75.77±0.35

WRNet

MSP [ICLR17] [25] 4.76±0.62 93.14±0.38 30.15±1.98 95.91±0.07 46.84±0.90 88.50±0.44 56.64±1.33 80.76±0.18
Doctor [NeurIPS21] [19] 4.75±0.61 93.13±0.38 30.46±1.90 95.91±0.07 47.34±1.31 88.41±0.23 57.64±0.64 80.76±0.18
ODIN [ICLR18] [38] 20.37±3.36 74.70±2.67 62.04±2.86 95.91±0.07 72.58±0.69 81.02±0.37 65.22±0.53 80.76±0.18
Energy [NeurIPS20] [39] 6.91±0.66 90.47±0.51 39.13±2.07 95.91±0.07 57.30±1.24 85.05±0.34 64.15±0.26 80.76±0.18
MaxLogit [ICML22] [23] 6.85±0.66 90.60±0.52 37.01±2.38 95.91±0.07 56.07±1.24 85.62±0.32 61.57±0.56 80.76±0.18
LogitNorm [ICML22] [58] 5.81±0.45 91.06±0.26 46.06±2.24 95.50±0.33 72.05±1.32 82.23±0.28 66.32±0.11 79.11±0.09
Mixup [NeurIPS18] [61] 5.30±2.02 90.79±2.64 29.68±3.26 96.71±0.05 46.91±2.43 87.61±0.46 56.05±2.50 82.51±0.18
RegMixup [NeurIPS22] [48] 3.36±0.27 92.31±0.34 37.48±4.96 97.10±0.14 40.36±1.71 88.33±0.35 56.44±0.95 82.50±0.30

OpenMix (ours) 2.32±0.15 94.81±0.34 22.08±1.86 97.16±0.10 39.61±0.54 89.06±0.11 55.00±1.29 82.63±0.06

DenseNet

MSP [ICLR17] [25] 5.66±0.45 93.14±0.65 38.64±4.70 94.78±0.16 66.11±1.56 86.20±0.04 62.79±0.83 76.96±0.20
Doctor [NeurIPS21] [19] 5.64±0.45 93.19±0.63 38.29±4.90 94.78±0.16 67.45±1.34 86.30±0.05 63.47±0.34 76.96±0.20
ODIN [ICLR18] [38] 15.37±1.98 82.02±2.22 61.77±3.53 94.78±0.16 110.50±5.09 75.71±0.72 76.37±0.89 76.96±0.20
Energy [NeurIPS20] [39] 8.60±0.84 89.21±1.18 51.31±2.69 94.78±0.16 100.13±3.47 78.03±0.55 74.46±0.65 76.96±0.20
MaxLogit [ICML22] [23] 8.38±0.81 89.57±1.15 48.96±2.48 94.78±0.16 96.69±3.26 79.14±0.49 70.52±0.57 76.96±0.20
LogitNorm [ICML22] [58] 10.89±0.71 88.70±0.27 56.59±3.07 93.59±0.34 116.35±3.22 78.14±0.60 74.81±0.89 73.13±0.48
Mixup [NeurIPS18] [61] 9.55±0.19 89.87±0.47 37.21±1.09 94.92±0.08 63.76±3.28 86.09±0.81 63.94±2.86 77.82±0.42
RegMixup [NeurIPS22] [48] 5.20±0.45 92.02±0.95 41.50±3.45 95.50±0.03 55.81±1.40 87.14±0.22 63.98±1.36 78.68±0.45

OpenMix (ours) 4.68±0.72 93.57±0.81 33.57±3.70 95.51±0.23 53.83±0.93 87.45±0.18 62.22±1.15 78.97±0.31

Table 3. Comparison with other methods using VGG-16. Results
with “†” are from [9]. E-AURC is also reported following [9].

Method AURC ↓ E-AURC ↓ FPR95 ↓ AUROC ↑
CIFAR-10

MSP [ICLR17] [25] † 12.66±0.61 8.71±0.50 49.19±1.42 91.18±0.32
MCDropout [ICML16] [16] † 13.31±2.63 9.46±2.41 49.67±2.66 90.70±1.96
TrustScore [NeurIPS18] [30] † 17.97±0.45 14.02±0.34 54.37±1.96 87.87±0.41
TCP [TPAMI21] [9] † 11.78±0.58 7.88±0.44 45.08±1.58 92.05±0.34
SS [NeurIPS21] [41] - - 44.69 92.22
OpenMix (ours) 6.31±0.18 4.41±0.15 38.48±1.30 93.56±0.26

CIFAR-100

MSP [ICLR17] [25]† 113.23±2.98 51.93±1.20 66.55±1.56 85.85±0.14
MCDropout [ICML16] [16]† 101.41±3.45 46.45±1.91 63.25±0.66 86.71±0.30
TrustScore [NeurIPS18] [30] † 119.41±2.94 58.10±1.09 71.90±0.93 84.41±0.15
TCP [TPAMI21] [9]† 108.46±2.62 47.15±0.95 62.70±1.04 87.17±0.21
OpenMix (ours) 73.44±0.65 36.41±0.45 61.58±0.94 87.47±0.12

misclassified and correct ID data compared with MSP. This
is surprising and undesirable because in practice both OOD
and misclassified samples result in significant loss, and
therefore should be rejected and handed over to humans.
This observation points out an interesting future research
direction of developing confidence estimation methods that
consider OOD detection and MisD in a unified manner.

OpenMix improves the reliability of confidence. ①
Comparison with MSP. The results in Table 2 show that
OpenMix widely outperforms the strong baseline MSP. For
instance, compared with MSP, ours successfully reduces
the FPR95 from 30.14% to 22.08% under the CIFAR-
10/WRNet setting. ② Comparison with Mixup variants. We
compare OpenMix with the original Mixup [61] and its re-
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Figure 6. Large-scale experiments on ImageNet.

cently developed variant RegMixup [48]. We can find that
they can also be outperformed by OpenMix. ③ Compari-
son with TCP and other methods. Since TCP [8] is based on
misclassified training samples, it can not be used for models
with high training accuracy. Therefore, we make compar-
ison on VGG-16 [50]. In Table 3, OpenMix outperforms
TCP, SS [41], MCDropout [16] and TrustScore [30].

Large-scale experiments on ImageNet. To demonstrate
the scalability of our method, in Fig. 6, we report the re-
sults on ImageNet. Specifically, three settings which con-
sist of random 100, 200, and 500 classes from ImageNet are
conducted. For each experiment, we randomly sample an-
other set of disjoint classes from ImageNet as outliers. As
can be seen, OpenMix consistently boosts the MisD perfor-
mance of baseline, improving the confidence reliability re-
markably. Detailed training setups are provided in Supp.M.

Further analysis on accuracy-rejection curves. Fig. 7
plots the accuracy against rejection rate, i.e., accuracy-
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Figure 7. Accuracy-rejection curves analysis: ① Diverging be-
tween OOD detection methods (OE, Energy, MaxLogit) and MSP.
② Crossing-over between Mixup/RegMixup and MSP. ③ Evenly
spaced between our method and MSP.

rejection curve (ARC) [46], to straightway and graphically
make comparison among several models. Particularly, we
identify three different types of relationships described in
[46], i.e., diverging, crossing-over, and evenly spaced. For
selection of the best model by ARCs, ① if the desired accu-
racy is known, one can move horizontally across the ARC
plot and select the model with the lowest rejection rate. ②
Conversely, if the acceptable rejection rate is known, we
select the model with the highest accuracy. The results in
Fig. 7 recommend our method as the best in both cases.

Table 4. Ablation Study of each component in our method.

Method CIFAR-10 CIFAR-100
AURC AUROC FPR95 ACC AURC AUROC FPR95 ACC

MSP 9.52 90.13 43.33 94.30 89.05 84.91 65.65 73.30
+ RC 9.55 91.15 40.03 94.02 94.31 85.53 65.78 71.44
+ OT 12.38 87.13 61.83 93.84 99.86 82.51 72.94 72.62
OpenMix 6.31 92.09 39.63 94.98 73.84 85.83 64.22 75.77

5.2. Ablation Study

The effect of each component of OpenMix. Our method
is comprised of two components: learning with reject class
(RC) and outlier transformation (OT). ① With only RC, the
original outlier samples are used and labeled as the k + 1
class. ② With only OT, it is reasonable to assign the fol-
lowing soft label to the mixed data: Iy̆ = λIy + (1 − λ)U .
From Table 4, we have three key observations: Firstly, RC
performs slightly better or comparable with MSP, indicating
that directly mapping OOD outliers to a reject class offers
limited help. Secondly, OT alone can observably harm the
performance. We expect this is because the interpolation
between ID labels and uniform distribution suffers from the
same issue as OE. Thirdly, OpenMix integrates them in a
unified and complementary manner, leading to significant
and consistent improvement over baseline. Supp.M pro-
vides more results on WRNet and DenseNet.

The choices of outlier dataset. Fig. 8 reports results of us-
ing different outlier datasets. First, we can observe that us-
ing simple noises like Gaussian noise in OpenMix can
lead to notable improvement. This verifies our insight that

exposing low density regions is beneficial for MisD. Sec-
ondly, real-world datasets with semantic information yield
better performance.
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Figure 8. Ablation study on the effect of different outlier datasets.

Comparison of different interpolation strategies. We
use Mixup for outlier transformation due to its simplicity.
Table 5 (CIFAR/ResNet110) shows that CutMix [59] and
Manifold Mixup [53] are also effective, further improving
the performance of OpenMix.

Table 5. Comparison of different interpolation strategies.

Method CIFAR-10 CIFAR-100

AURC AUROC FPR95 ACC AURC AUROC FPR95 ACC

ours w/Mixup 6.31 92.09 39.63 94.98 73.84 85.83 64.22 75.77
ours w/CutMix 6.74 93.45 36.82 93.73 76.28 86.49 64.78 74.15
ours w/Manifold 5.67 92.46 36.91 95.21 71.71 85.83 66.11 76.13
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Figure 9. Relationship between domain gap and performance gain.
CIFAR-10/ResNet110, the used outlier dataset is RandImages.

5.3. Further Experiments and Analysis

The relationship between domain gap and performance
gain. Given a specific outlier dataset, the proposed outlier
transformation can control and adjust the domain gap flexi-
bly: if the outlier set is far, we can increase the ID informa-
tion by enlarging λ in Eq. 4, and vice versa. In Fig. 9, we
can observe that decreasing the domain gap firstly increases
the performance gain and then reduces the gain.

OpenMix improves CRL and FMFP. CRL [43] ranks the
confidence to reflect the historical correct rate. FMFP [64]
improves confidence reliability by seeking flat minima. Dif-
ferently, OpenMix focuses on the complementary strategy
to exploit the unlabeled outlier data. We show in Table 6
that our method can consistently boost the performance of

12080



Table 6. Integrating OpenMix with CRL [43] and FMFP [64]. Our method can remarkably improve their MisD performance on CIFAR-10.

Method AURC ↓ AUROC ↑ FPR95 ↓ ACC ↑
ResNet110 WRNet DenseNet ResNet110 WRNet DenseNet ResNet110 WRNet DenseNet ResNet110 WRNet DenseNet

CRL [43] 6.60±0.12 3.99±0.17 5.71±0.24 93.59±0.05 94.37±0.21 93.70±0.14 41.00±0.28 32.83±1.17 39.03±0.69 93.63±0.08 95.42±0.20 94.33±0.13
+ ours 4.48±0.10 2.02±0.05 4.02±0.38 94.43±0.02 95.40±0.11 94.48±0.51 33.20±0.43 25.50±0.93 44.43±2.21 94.85±0.10 96.95±0.07 95.36±0.09

FMFP [64] 5.33±0.15 2.28±0.03 4.09±0.11 94.07±0.09 95.71±0.12 94.82±0.10 39.37±0.77 25.20±1.23 30.35±1.72 94.36±0.09 96.55±0.08 95.11±0.16
+ ours 3.94±0.11 1.70±0.12 3.58±0.16 94.32±0.10 95.90±0.13 94.64±0.12 30.41±0.83 18.78±2.13 29.36±0.68 95.43±0.08 97.33±0.11 95.71±0.13

CRL and FMFP, demonstrating the complementarity effec-
tiveness of OpenMix.
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Figure 10. MisD under distribution shift. Performance on 15 types
of corruption under the severity level of 5 is reported. The model
is trained on CIFAR-10/ResNet110 and tested on C10-C [24].

MisD under distribution shift. In practice, environments
can be easily changed, e.g., weather change from sunny to
cloudy then to rainy. The model still needs to make reli-
able decisions under such distribution or domain shift con-
ditions. To mimic those scenarios, we test the model on
corruption datasets like C10-C [24]. Fig. 10 shows that
OpenMix significantly improves the MisD performance un-
der various corruptions, and the averaged AUROC can be
improved from 73.28% to 80.44%. Supp.M provides aver-
aged results under different severity levels and corruptions
on C10-C and C100-C.

Table 7. OpenMix improves MisD in long-tailed recognition.

Method CIFAR-10-LT CIFAR-100-LT

AURC AUROC FPR95 ACC AURC AUROC FPR95 ACC

LA [42] 62.13 84.52 69.77 79.02 347.43 78.46 76.47 41.69
+ CRL 63.81 85.30 63.05 78.50 345.05 78.74 76.19 41.58
+ ours 38.07 87.21 64.14 83.60 284.77 81.22 73.80 46.52

VS [33] 58.45 84.47 70.15 80.11 343.48 78.20 77.25 42.20
+ CRL 62.06 83.98 67.19 79.69 345.06 78.29 77.44 41.88
+ ours 41.52 87.12 63.31 83.02 277.34 81.42 72.93 47.16

MisD in long-tailed recognition. The class distributions
in real-world settings often follow a long-tailed distribution
[3,42]. For example, in a disease diagnosis system, the nor-
mal samples are typically more than the disease samples. In
such failure-sensitive applications, reliable confidence esti-
mation is especially crucial. We use long-tailed classifica-
tion datasets CIFAR-10-LT and CIFAR-100-LT [3] with an
imbalance ratio ρ = 100. The network is ResNet-32. We
built our method on two long-tailed recognition methods
LA [42] and VS [33]. Table 7 shows our method remark-
ably improves MisD performance and long-tailed classifi-
cation accuracy. More results can be found in Supp.M.

OpenMix improves OOD detection. A good confidence
estimator should help separate both the OOD and mis-
classified ID samples from correct predictions. There-
fore, besides MisD, we explore the OOD detection abil-
ity of our method. The ID dataset is CIFAR-10. For the
OOD datasets, we follow recent works that use six common
benchmarks: Textures, SVHN, Place365, LSUN-C, LSUN-
R and iSUN. Metrics are AUROC, AUPR and FPR95 [25].
Table 8 shows that OpenMix also achieves strong OOD de-
tection performance along with high MisD ability, which is
not achievable with OE and other OOD detection methods.
Results on CIFAR-100 can be found in Supp.M.

Table 8. OOD detection performance. All values are percentages
and are averaged over six OOD test datasets.

Method FPR95 ↓ AUROC ↑ AUPR ↑

ResNet WRN DenseNet ResNet WRN DenseNet ResNet WRN DenseNet

MSP [25] 51.69 40.83 48.60 89.85 92.32 91.55 97.42 97.93 98.11
LogitNorm [58] 29.72 12.97 19.72 94.29 97.47 96.19 98.70 99.47 99.11
ODIN [38] 35.04 26.94 30.67 91.09 93.35 93.40 97.47 97.98 98.30
Energy [39] 33.98 25.48 30.01 91.15 93.58 93.45 97.49 98.00 98.35
MaxLogit [23] 34.61 26.72 30.99 91.13 93.14 93.44 97.46 97.78 98.35
OE [26] 5.28 3.49 5.25 98.04 98.59 98.20 99.55 99.71 99.62
FMFP [64] 39.50 26.83 35.12 93.83 96.22 94.88 98.73 99.23 98.95
OpenMix (ours) 39.72 16.86 32.75 93.22 96.92 94.85 98.46 99.34 98.84

6. Conclusive Remarks
MisD is an important but under-explored area of re-

search. In this paper, we propose OpenMix, a simple yet
effective approach that explores outlier data for helping de-
tect misclassification errors. Extensive experiments demon-
strate that OpenMix significantly improves the confidence
reliability of DNNs and yields strong performance under
distribution shift and long-tailed scenarios. Particularly, re-
cent works [1,5,28,32] claim that none of the existing meth-
ods performs well for both OOD detection and MisD. For-
tunately, the proposed OpenMix can detect OOD and mis-
classified samples in a unified manner. We hope that our
work opens possibilities to explore unified methods that can
detect both OOD samples and misclassified samples.
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