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Abstract

While federated learning (FL) systems often utilize quan-
tization to battle communication and computational bottle-
necks, they have heretofore been limited to deploying fixed-
precision quantization schemes. Meanwhile, the concept of
mixed-precision quantization (MPQ), where different layers
of a deep learning model are assigned varying bit-width,
remains unexplored in the FL settings. We present a novel
FL algorithm, FedMPQ, which introduces mixed-precision
quantization to resource-heterogeneous FL systems. Specif-
ically, local models, quantized so as to satisfy bit-width
constraint, are trained by optimizing an objective function
that includes a regularization term which promotes reduc-
tion of precision in some of the layers without significant
performance degradation. The server collects local model
updates, de-quantizes them into full-precision models, and
then aggregates them into a global model. To initialize the
next round of local training, the server relies on the infor-
mation learned in the previous training round to customize
bit-width assignments of the models delivered to different
clients. In extensive benchmarking experiments on several
model architectures and different datasets in both iid and
non-iid settings, FedMPQ outperformed the baseline FL
schemes that utilize fixed-precision quantization while in-
curring only a minor computational overhead on the par-
ticipating devices.

1. Introduction

Federated Learning (FL) [27, 32, 37, 52] paradigm enables
collaboration among numerous distributed devices (clients)
while protecting their privacy by avoiding collection of data
stored at those devices. The vanilla FL algorithm, FedAvg
[37], deploys a client-server framework in which the server
periodically collects locally trained/updated models from
the clients and aggregates them into the global model. A
number of of follow-up studies [44, 54, 55, 62] explored
convergence guarantees for FedAvg with convex and non-
convex loss functions in the settings where clients’ data

is independent and identically distributed (i.i.d.). How-
ever, in real-world scenarios, the participating clients’ data
is likely to be non-i.i.d., which has detrimental effects on
the convergence properties of FedAvg [33]. This motivated
a considerable amount of research aiming to address the
challenges of statistical heterogeneity in federated learning
[2, 5–7, 27, 30–32, 47, 48, 52, 65]. On a related note, clients
in large-scale FL systems are likely to have varying com-
munication and computational resources at their disposal,
requiring development of more sophisticated, constraints-
aware schemes [26]. Recently, there has been a growing in-
terest in compressing models so that they can be deployed
on devices having limited resources [10]. A particularly ef-
fective model compression technique is that of model quan-
tization [20, 38, 39, 42, 43, 61].

The use of model quantization in FL has primarily been
motivated by the high communications costs that arise when
the server collects updates from a potentially very large
number of clients. Reducing the precision of local up-
dates by using lower bit-width to represent model param-
eters allows the clients with limited bandwidth to efficiently
communicate with the server [17, 20, 24, 39, 40, 42, 43].
However, existing quantization-based FL algorithms ex-
pect each client to learn a full-precision local model re-
gardless of the potential constraints on the client’s compu-
tational resources. In real-world settings, clients such as
smart phones or wearable devices may not have sufficient
amount of memory to allow full-precision model training.
Nevertheless, there are only few prior studies considering
quantization-aware training in FL [1, 13, 25, 38, 61], all of
them implementing fixed-precision quantization (FPQ) of
local models. The recent advancements in mixed-precision
quantization (MPQ) [1, 11, 51, 53, 56, 58, 59] remain unex-
plored in the federated learning settings. Adapting the exist-
ing MPQ schemes to federated learning is far from straight-
forward. The existing MPQ schemes typically train a full-
precision model to enable computing the quantization er-
rors which are then used to optimize layer-wise bit-width
allocation. Both search-based [53, 56] and optimization-
based [51, 59, 64] MPQ methods consume significantly
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more computation than the FL training itself.
The aim of this paper is to introduce mixed-precision

quantization to federated learning, developing an efficient
framework that addresses the challenge of resource hetero-
geneity in FL. In particular, we study federated learning sys-
tem where the clients deploy local models at average bit-
width that may vary from one device to another. In such
scenarios, clients with low average bit-width budgets can-
not run computationally intensive MPQ methods. We pro-
pose FedMPQ, a novel Federated learning algorithm with
Mixed-Precision Quantization, which enables training of
quantized local models within the allocated bit-width bud-
get. FedMPQ first initializes local models as fixed-precision
quantized networks that satisfy clients’ average bit-width
budget, and then converts these quantized networks into
a representation that allows bit-level sparsity-promoting
training. In particular, while learning local models whose
parameters admit binary representation, the clients deploy
a group Lasso regularization term which imposes a trade-
off between the task loss and bit-sparsity. The precision of
layers that end up having parameters which exhibit higher
degree of sparsity is reduced to allow increasing precision
of other layers. During the aggregation step, FedMPQ em-
ploys the pruning-growing strategy where the server aggre-
gates clients’ models (locally trained at potentially differ-
ent bit-widths), resulting in the global model. Before trans-
mitting the global model to a client, the bit-width of the
model is adjusted to match the client’s bit-width budget. To
evaluate the effectiveness of FedMPQ, we conducted exper-
iments on CIFAR10, CIFAR100 and Tiny-Imagenet [29].
FedMPQ outperforms the baseline in non-i.i.d. data settings
and achieves performance similar to the FPQ8 baseline even
though a subset of the clients train their models at a very low
precision. The contributions of the paper are summarized as
follows:
• We propose a method for mixed-precision quantization in

FL which does not require training full-precision models
on devices.

• We introduce a pruning-growing strategy for allocating
layer-wise bit-width without a need for computation-
ally expensive procedures that may violate resource con-
straints.

• We conduct extensive experiments in non-i.i.d. FL set-
tings where the clients have heterogeneous computational
resources, demonstrating the performance of the pro-
posed FedMPQ.

2. Related Work

2.1. Quantization for Federated Learning

Much of the existing research on federated learning under
resource constraints focuses on quantizing local updates for
the purpose of reducing communication bandwidth [20, 61].

The milestone work, FedPAQ [39], presents a federated
learning framework where each client communicates quan-
tized local updates to the server, and provides analytical
convergence guarantees for both strongly-convex and non-
convex settings. FedCOMGATE [16] extends the ideas of
FedPAQ to introduce a local gradient tracking scheme mit-
igating detrimental effect introduced when learning from
non-i.i.d. data. UVeQFed [43] takes a step further, utiliz-
ing vector quantization to move from lossy to lossless com-
pression. The follow-up studies [20, 24, 36, 42] propose
adaptive quantization for local updates in communication-
constrained settings while still requiring clients to locally
train full-precision models.

AQFL [1] took a step towards mitigating the detrimen-
tal effects of computational heterogeneity by training quan-
tized models with bit-widths proportional to the clients’
computational resources. The follow-up works [8, 13, 61]
developed a series of methods improving the server’s aggre-
gation of local updates quantized at varying levels. How-
ever, these methods are limited to fixed-precision quantiza-
tion, assigning the same bit-width to the entire model. This
motivates us to explore mixed-precision quantization in FL
schemes as an alternative approach to learning in computa-
tionally heterogeneous scenarios.

2.2. Mixed-Precision Quantization

Aiming to enable stronger expressiveness of learned mod-
els, mixed-precision quantization (MPQ) assigns different
bit-widths to different layers/modules of the models. The
MPQ strategies, which generally attempt to assign bit-
widths in proportion to the importance of different layers,
can be organized in three categories: (1) search-based, (2)
optimization-based, and (3) metric-based.

Search-based methods such as HAQ [53] and AutoQ
[34] utilizes reinforcement learning (RL) [46] to pursue op-
timal bit-widths where the model performance is set as the
reward. DNAS [56] and SPOS[14] apply neural architec-
ture search (NAS) to explore the quantization space which
is growing exponentially with the number of layers. Since
both RL-based and NAS-based methods require an enor-
mous amount of computation, it is unrealistic to implement
them in FL settings.

Optimization-based methods approach MPQ from an op-
timization perspective by formulating the bit-width allo-
cation problem using differentiable variables and apply-
ing the straight-through [3, 51, 59, 64] or gumbel-softmax
[4, 15, 21, 23] estimator. However, this leads to mixed-
integer programming problems which are NP-hard, render-
ing the use of optimization-based methods in FL scenarios
practically infeasible.

In contrast to the search-based and optimization-based
methods, metric-based methods leverage a variety of met-
rics to evaluate the importance of layers and subsequently
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decide on the bit-width allocation. Such metrics include the
eigenvalues of the Hessian matrix [9, 11, 12, 60], orthogo-
nality conditions [35], entropy measures [45], synaptic flow
[49] and learnable layer-wise importance [50]. The compu-
tation of the aforementioned metrics is relatively expensive
as it requires the information from full-precision models.
Recently, BSQ [58] presented a bit-pruning MPQ strategy
that achieves high compression rate while preserving model
performance; however, BSQ simulates binary representa-
tion with floating-point values, making it impractical for FL
settings.

3. Methodology
3.1. Federated Learning with Quantization

In a cross-device scenario with N clients, where client n
owns a private dataset Dn, the standard federated learning
(FL) considers training a single global model W by mini-
mizing the loss (empirical risk)

min
W
L(W) =

N∑
n=1

pnLn(W), (1)

where Ln(·) is the local loss function onDn and pn ∈ [0, 1]
denotes the weight assigned to client n. At round t of
FedAvg [37], a widely used FL algorithm, each partici-
pating client locally trains a model Wt

n on local data and
communicates it to the server; the server aggregates the
collected local models to form the global model Wt =∑N

k=1 pnW
t
n. Since the clients with restricted resources

may not implement full-precision model training, one may
instead opt for quantization-aware training. In that case, the
aggregation at the server can be described as

Wt =

N∑
k=1

pnQbn(W
t
n)

s.t. bn ·m/∥m∥1 ≤ vn,∀n ∈ [N ],

(2)

where Qbn
denotes the mixed-precision quantizer, bn ∈

ZL denotes the bit-width assigned to each layer; m =
{M (1), . . . ,M (L)} ∈ ZL is the number of parameters in
each layer of model, L is the number of layers, and vn is
the budget of the average bit-width for client n. Since in
resource-heterogeneous FL vn varies across clients, naive
aggregation according to Eq. 2 may discard beneficial
knowledge of high-precision models.

3.2. Binary Representation of Model Parameters

In the conventional deep neural networks (DNNs), the full-
precision model parameters are typically stored in 32-bit
floating-point form. Compared to the floating-point for-
mat, integer-arithmetic operations such as mult, add and
shift, on model parameters in fixed-point representation are

more efficient and hardware-friendly. Following studies
[22, 41, 58, 61], we assume clients perform training us-
ing low-precision fixed-point quantization. A B-bit matrix
W(l) ∈ RC×K of the parameters in the l-th layer of the
model can be represented in binary format with a ternary
matrix B(l) ∈ {0, 1}B×C×K , a layer-wise scaling factor
s(l) with floating-point value, and a layer-wise zero-point
z(l) ∈ Z+ as

W
(l)
j,k =

s(l)

2B − 1

(
B∑
i=1

2i−1B
(l)
i,j,k − z(l)

)
, (3)

where z(l) is typically set to 2B−1 (signed integer); the scal-
ing factor s(l) is updated at each training round accord-
ing to the maximum absolute value of the parameters at
the l-th layer. Therefore, the product between activation
A ∈ RK×U and W(l) can be simplified by using shift and
add according to

A⊤
·,u·W

(l)
j,· =

s(l)

2B − 1

K∑
k=1

Ak,u

(
B∑
i=1

2i−1B
(l)
i,j,k − z(l)

)

=
s(l)

2B − 1

(
B∑
i=1

2i−1A⊤
·,u ·B

(l)
i,j,· − z(l)

K∑
k=1

Ak,u

)
.

(4)
Note that B(l) consists of discrete values 0 and 1, which

cannot be searched for via gradient descent. To optimize
over these binary parameters, we adopt the straight-through
estimator (STE) [3] as in [58]. STE enables a quantized
network to forward pass intermediate signals using model
parameters represented in fixed-point format (as shown
in Eq. 3) while computing the gradients with continuous
floating-point parameters as

Forward: W(l)
j,k =

s(l)

2B − 1

(
B∑
i=1

2i−1B
(l)
i,j,k − z(l)

)

Backward:
∂L

∂B
(l)
i,j,k

=
s(l)2i−1

2B − 1

∂L
∂W

(l)
j,k

(5)

where Backward pass follows from the chain rule. BSQ
[58] relaxes the binary constraint and allows using floating-
point values to update B

(l)
i,j,k, which means that BSQ trains

the networks with simulated quantization [22]. Different
from BSQ, we adapt the WAGE [57] strategy and update
binary parameters using integer operations via the power-
of-two function S(·) defined as

S(x) = 2⌈log x⌋, (6)

where S(x) returns the nearest power-of-two of x. Then we
compute an update of W(l)

j,k via gradient descent with step
size η according to

∆W
(l)
j,k = −ν · s(l)

2B − 1

B∑
i=1

2qi−1, (7)
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where ν ∈ {−1, 1} denotes the sign of ∂L
∂W

(l)
j,k

, and qi is

the power of 2i · S
(
η

∣∣∣∣ ∂L
∂B

(l)
i,j,k

∣∣∣∣). According to Eq. 5, qi

is strictly ascending, i.e., qi < qj for i < j. Let Q =
{q1, . . . , qB} denote the set of qi, and let max(Q) be the
maximum element in Q. On one hand, if max(Q) > B

the absolute value of ∆W
(l)
j,k exceeds the scale s(l) and thus

∆W
(l)
j,k needs to be clipped as

C(∆W
(l)
j,k) = −ν ·

s(l)

2B − 1

B∑
i=1

2i−1. (8)

Note that ∆W
(l)
j,k cannot be represented by a fixed-point in-

teger value if qi ≤ 0 ∈ Q. Adapting the strategy of updating
parameters with small-magnitude gradients in WAGE [57],
∆W

(l)
j,k is converted to

C(∆W
(l)
j,k) =− ν · s(l)

2B − 1

B∑
i=1

2i−1 · I{i ∈ Q}

− ν · s(l)

2B − 1
Bernoulli(

∑
qi≤0

2qi−1),

(9)

where I(·) is an indicator, and Bernoulli(·) randomly sam-
ples decimal parts to either 0 or 1. When the magnitude
of the gradient is small, the integer part of ∆W

(l)
j,k is al-

ways 0, which impedes the update of the parameters. Due
to the second term on the right hand side in Eq. 9, W(l)

j,k

is updated with the minimum step size even if the gradient
is very small. After converting ∆W

(l)
j,k to the fixed-point

format, one can update the parameters according to

W
(l)
j,k ←− Clipping (W

(l)
j,k + C(∆W

(l)
j,k),min(l),max(l)),

(10)
where min(l) = − s(l)

2B−1
z(l) denotes the minimum value of

the parameters, and max(l) = s(l)

2B−1

(
2B − 1− z(l)

)
is the

maximum value of the parameters in the l-th layer. Since
the updated W

(l)
j,k is in fixed-point format, updating binary

representation B
(l)
i,j,k is straightforward.

3.3. Sparsity-Promoting Training

Sparsity-promoting regularizers including L1 (Lasso) and
L2 (ridge) have been widely used to induce sparsity e.g.
during feature selection. Following BSQ [58], we use
group Lasso regularization [18] to promote obtaining highly
sparse parameters and ensure stable convergence. The
group Lasso regularizer for the parameters in the l-th layer
is defined as

RGL(B
(l)) =

b(l)∑
i=1

∥∥∥B(l)
i,·,·

∥∥∥
2
, (11)

Figure 1. An example of pruning the MSBs in the model parame-
ters B(l). Since the 4-th and 3-rd bits in B(l) have a fraction of 1’s
below the threshold ϵ, the bit-width b(l) of the l-th layer is reduced
from 4 bits to 2 bits. For clarity, ϵ is set to 0.4 in the example but
the value of ϵ is smaller in the experiments.

where b(l) denotes the bit-width of the l-th layer, and
B

(l)
i,·,· ∈ {0, 1}C×K is the i-th binary representation posi-

tion of the parameters in the l-th layer. Since the number
of parameters typically differ from one layer to another, we
vary the weights assigned to the group Lasso regularizers
according to the memory constraints. Specifically, the ob-
jective function used in local training is formulated as

Llocal = Ltask(B
(1:L)) + λ

L∑
l=1

M (l)

M
RGL(B

(l)), (12)

where M (l) denotes the number of parameters in the l-
th layer, M =

∑L
l=1 M

(l), and λ is a non-negative pre-
determined hyper-parameter. Note that Ltask(B

(1:L)) can
be computed through the STE forward pass while the gra-
dients can be computed through the STE backward pass as
indicated in Eq. 5. Let δ(l)i denote the sparsity of the i-th
binary representation position in the l-th layer,

δ
(l)
i =

∥∥∥B(l)
i,·,·

∥∥∥
0
/M (l). (13)

Essentially, δ(l)i is the proportion of the parameters having
1 at the i-th binary representation position. The smaller δ(l)i

is, the higher the sparsity at the i-th position of the param-
eters’ binary representation. We set up a threshold ϵ and
prune the most significant bits (MSBs) if δ(l)

b(l) ≤ ϵ (see Fig-
ure 1).

3.4. The End-to-End Training Procedure

The local sparsity-promoting training and MSBs pruning
results in reduced bit-widths of the model parameters in
certain layers, leading to a higher compression rate while
maintaining the model’s performance. However, our aim
is to leverage mixed-precision quantization to improve the
performance of the global model given all of the available
resources, rather than pursue high compression rate. To this
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end, we propose a pruning-growing procedure at the server
that restores the average bit-width allocated to each local
model. In particular, the server aggregates the collected lo-
cal models characterized by different bit-width allocations
into the global model Wt+1 with the global bit-width al-
location bt+1. For a given client, bt+1 is adjusted to sat-
isfy the client’s bit-width constraint via 2 operations: (1)
pruning: reducing the bit-width of a subset of layers for
the clients with low bit-width budget until the constraint in
Eq. 2 is satisfied; (2) growing: increasing the bit-width of
a subset of layers for the clients with high bit-width budget
until violating the constraint in Eq. 2. Alg. 2 specifies the
greedy policy used to select the layers for pruning or grow-
ing. Next, we provide an outline of the end-to-end training
procedure, as formalized in Alg.1.

3.4.1 Initialization and Local Training

At the start of training, the local bit-width assignment of
client n is initialized as b̂0

n = {vn, . . . , vn}, while the
global model W0 (full precision) is randomly initialized at
the server. Then, W0 is converted to a vn-bit fixed-point
representation G0

n, with scale s0n ∈ RL set to the double
maximum absolute value of the model parameters in each
layer, i.e.,

s(l),0n = 2 ·max
j,k

∣∣∣W(l),0
j,k

∣∣∣ . (14)

The customized global model G0
n is then sent to client n

to be used for initialization of local training. With such an
initialization, the local model B0

n ←− G0
n satisfies the con-

straint of average bit-width vn.
At global round t, client n receives the global model Gt

n

and uses it to initialize Bt
n. The client n updates Bt

n, bt
n and

potentially stn, and possibly prunes MSBs of the model pa-
rameters across different layers as discussed in Sections 3.2
and 3.3. After updating, the client n sends Bt+1

n and bt+1
n

to the server for aggregation.

3.4.2 Models Aggregation

The server collects local models Bt+1
n and the correspond-

ing local bit-width assignments bt+1
n from the participating

clients, n ∈ [N ], and then converts the collected fixed-point
models to the floating-point models according to Eq. 3. The
global model and the average bit-width are computed ac-
cording to Eq. 2,

Wt+1 =

N∑
n=1

pnW
t+1
n , bt+1 =

N∑
n=1

pnb
t+1
n , (15)

where pn = vn · |Dn| /P is proportional to the number of
samples in local dataset Dn and client n’s budget vn, and
P =

∑N
i=1 vi · |Di|. Note that larger weights are assigned

Algorithm 1: FedMPQ
Input: global round T , local epochs τ , budget vn, local

data Dn, number of parameters m, λ and ϵ.
Output: the global model WT

1 initialize W0, G0
n, b̂0

n ←− {vn, . . . , vn}, ∀n ∈ [N ] ;
2 for t = 0, . . . , T do

/* local training in the clients */
3 for n = 1, . . . , N do
4 Bt

n ←− Gt
n, bt

n ←− b̂t
n;

5 Bt+1
n ,bt+1

n ←− LocalUpdate(Dn, τ, λ, ϵ);
6 send Bt+1

n ,bt+1
n to the server;

7 end
/* aggregation in the server */

8 for n = 1, . . . , N do
9 Wt+1

n ←− ConvertToFP(Bt+1
n ,bt+1

n );
10 end
11 Wt+1 ←−

∑N
n pnW

t+1
n , bt+1 ←−

∑N
n pnb

t+1
n ;

/* post-aggregation adjustment */
12 for n = 1, . . . , N do
13 ∆bt

n ←− b̂t
n − bt+1

n ;
14 b̂t+1

n ←− Pruning-Growing(bt+1,∆bt
n,m, vn);

15 Gt+1
n ←− Binary-Representation(Wt+1, b̂t+1

n );
16 end
17 end

to the clients having higher bit-width budgets and training
on larger local datasets.

The local bit-width assignment bt+1
n is learned during

the local sparsity-promoting training, where the bit-widths
for less sensitive layers are reduced while the bit-widths for
more sensitive layers are preserved. Note that the sensitivity
of layers can vary across clients with non-i.i.d data, as it
is affected by the data distribution. bt+1 aggregates local
bit-width assignments and is reflective of the importance of
different layers.

3.4.3 Post-Aggregation Adjustment

Due to the constraints on the local bit-width, the aggregated
full-precision global model W t+1 cannot be directly broad-
casted to the clients. Similar to the initialization described
in Section 3.4.1, the server needs to customize different
fixed-point global models Gt+1

n with bit-width assignments
b̂t+1
n based on bt+1 and budget vn. There are three options

for updating bt+1
n :

b̂t+1 =


bt+1, if v = vn,

pruning(bt+1), if v > vn,

growing(bt+1), if v < vn,

(16)

where v = bt+1 ·m/ ∥m∥1. The first assignment is han-
dled in a straightforward manner. For the later two we apply
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Algorithm 2: Pruning-Growing
Input: bt+1,∆bt

n,m, vn
Output: bit-width assignment for client n, b̂t+1

n

1 initial: b̂t+1
n ←− bt+1, v ←− b̂t+1

n ·m/ ∥m∥1,
d←− argDescending(m⊙ (∆bt

n + 1)), cur ←− 0;
/* Pruning */

2 while v > vn and cur < |m| do
3 l←− d[cur] ;
4 if b̂t+1

n [l] > 1 then
5 b̂t+1

n [l]←− b̂t+1
n [l]− 1, v ←− v −m[l]/ ∥m∥1;

6 else
7 cur ←− cur + 1;
8 end
9 end

10 cur ←− |m| − 1;
/* Growing */

11 while v < vn and cur > 0 do
12 l←− d[cur] ;
13 if b̂t+1

n [l] < 8 then
14 b̂t+1

n [l]←− b̂t+1
n [l] + 1, v ←− v +m[l]/ ∥m∥1;

15 else
16 cur ←− cur − 1;
17 end
18 end

a greedy policy for executing pruning or growing. Specifi-
cally, when v > vn, we attempt to reduce the bit-width of
the layer having the most parameters, attempting to satisfy
the budget constraint vn while maintaining the precision of
other layers. When v < vn, we first increase the bit-width
of the layer with the fewest parameters. If two layers have
the same number of parameters, the pruning preference is
given to the layer whose bit-width in the last round of lo-
cal sparsity-promoting training had been reduced more, as
that suggests this layer is less important. It is beneficial to
record the bit-width change during local training by defin-
ing ∆bt

n = b̂t
n − bt+1

n . Further details of pruning and
growing are specified in Alg. 2.

4. Experiments
4.1. Setup

We evaluate the performance of the proposed FedMPQ in
various settings on three datasets: CIFAR10, CIFAR100
and Tiny-ImageNet [28]. We perform the experiments using
ResNet20 [19] model for CIFAR10/100, and ResNet44 [19]
model for Tiny-ImageNet. We use the mini-batch stochas-
tic gradient descent (SGD) with a learning rate initialized
to 0.1 in all experiments. The SGD momentum is set to
0.9 and the weight decay is set to 0.0005. The batch size
is set to 64 and the number of global rounds is set to 50,
with 5 local epochs within each global round. The value of
the bit-pruning threshold ϵ is 0.03, while the regularizing

hyper-parameter λ is equal to 0.01. The number of clients
is 10; unless stated otherwise, the fraction of participating
clients is 0.5. Following the strategy in [63], we use Dirich-
let distribution with varying concentration parameter α to
generate data partitions at different levels of heterogeneity
(smaller α leads to generating less balanced data).

Since there exist no prior methods for mixed-precision
quantization-aware training (QAT) in FL, we primarily fo-
cus on comparing FedMPQ with the AQFL [1], the first
method to deploy fixed-precision quantization-aware train-
ing in FL. As FedMPQ only modifies the precision of
the model weights, we fix the precision of the activa-
tion to 4 bits in both FedMPQ and AQFL throughout
the entire training process. Furthermore, we implement
FedAvg with full-precision (FP32) training, 8-bits fixed-
precision quantization-aware training (FPQ8) [22], and two
communication-efficient FL methods, FedPAQ [39] and
UVeQFed [43], which train full-precision local models but
then utilize scalar and vector quantization to compress the
local updates before communicating them to the server.

4.2. Effects of Data Heterogeneity

To evaluate our method in the scenarios characterized by
varied levels of data heterogeneity, we conduct 3 sets of ex-
periments where α takes on values from {0.1, 0.5, 1}; these
correspond to severely imbalanced, moderately imbalanced
and mildly imbalanced data, respectively. Results of the
experiments are reported in Table 1. As can be seen there,
performance of the global model of all the considered meth-
ods deteriorates as the data heterogeneity increases. Fed-
PAQ and UVeQFed, the two communication-efficient FL
approaches, achieve performance comparable to the FP32
baseline when α = 0.5 and 1 but experience performance
degradation when α = 0.1. A significant performance de-
cline is experienced in the experiments with FPQ8 due to
the low capacity of the low-precision models. However, the
performance gap between FP32 and FPQ8 narrows as the
level of data heterogeneity increases. For instance, when
α = 1, the test accuracy of FP32 is 11.3% higher than
that of FPQ8; when α = 0.1, the test accuracy differ-
ence is 5.8% (experiments on CIFAR10). When the data
is extremely imbalanced, FedAvg suffers from the so-called
“client-drift” problem [27] caused by overfitting on the lo-
cal data. As a result, the model capacity advantage of FP32
(due to having higher precision) might not make as much of
a positive impact on the accuracy, explaining the narrowing
gap between FP32 and FPQ8.

Since local models with ultra-low precision are aggre-
gated into the global model, performance of AQFL shows
further deterioration. The proposed method, FedMPQ out-
performs AQFL (implementing fixed-precision quantiza-
tion) in all scenarios even though training models under the
same resource constraints. As shown in Table.1, FedMPQ
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Table 1. Test accuracy (%) of the considered schemes as the concentration parameter α takes values from {0.1, 0.5, 1}. The number of
clients in these experiments is 10, while their average bit-width budgets are v = {2, 2, 4, 4, 4, 6, 6, 6, 8, 8} (vn denotes the budget of client
n). The numbers in the column “Update”, “Weight” and “Activation” indicate the bits used to store the local update values, model weights
and the activation signals, respectively. The last column indicates whether the scheme needs to train a full-precision model or not.

CIFAR10 CIFAR100 Tiny-ImageNet Update Weight Activation Full-Precision?
α 0.1 0.5 1 0.1 0.5 1 0.1 0.5 1

FP32 60.3 77.5 82.1 40.3 47.0 49.6 24.6 35.1 38.1 32 32 32 "

FedPAQ 56.3 77.0 81.2 39.7 46.8 48.4 22.87 34.6 37.5 vn 32 32 "

UVeQFed 56.8 76.7 81.5 38.6 46.5 48.8 21.3 34.3 37.4 vn 32 32 "

FPQ8 54.5 68.4 70.8 35.4 41.3 42.3 23.8 33.4 35.6 8 8 8 %

AQFL 44.3 58.0 62.1 23.8 32.9 36.1 17.1 23.5 25.3 vn vn 4 %

FedMPQ 49.1 67.1 69.3 31.7 41.1 43.6 20.3 27.0 28.2 vn vn 4 %

Table 2. Test accuracy (%) as the number of clients N varies over
10, 20 and 40. Here, 20%, 30%, 30% and 20% clients have aver-
age bit-width budget of 2 bits, 4 bits, 6 bits and 8 bits, respectively.
The concentration parameter α is set to 0.5.

CIFAR10 CIFAR100
N 10 20 40 10 20 40
FP32 77.5 68.1 64.5 47.0 40.1 35.0
FedPAQ 77.0 61.5 59.9 46.8 38.9 33.1
UVeQFed 76.7 66.4 63.2 46.5 39.5 34.1
FPQ8 68.4 56.3 48.4 41.3 36.2 31.9
AQFL 58.0 49.7 37.3 32.9 20.4 13.9
FedMPQ 67.1 56.8 45.4 41.1 26.1 19.9

outperforms AFQL at most 9.1%, 8.2% and 2.9% test accu-
racy on CIFAR10, CIFAR100 and Tiny-ImageNet respec-
tively. On CIFAR10/100 datasets, FedMPQ nearly pre-
serves performance of FPQ8 baseline in the settings α =
0.5 and 1 by efficiently allocating precision to different
layers, even though training the global model on resource-
constrained heterogeneous devices.

4.3. Scalability

To evaluate the effect of the system size on the perfor-
mance of FedMPQ, we conducted 3 sets of experiments
on CIFAR10/100 data in the FL system with 10, 20 and 40
clients. To simulate a resource-constrained heterogeneous
system, we allocate to 20%, 20%, 20% and 30% clients the
bit-width budget of 2, 4, 6 and 8 bits, respectively. The
concentration parameter α is set to 0.5 and kept constant
throughout the experiments.

Not surprisingly, as the results in Table 2 show, the per-
formance of all schemes deteriorates as the FL training in-
volves an increasingly larger number of clients with ultra-
low budget. FedMPQ consistently outperforms AQFL, with
up to 9.1% and 8.2% higher accuracy on CIFAR10 and CI-
FAR100, respectively. Note that FedMPQ manages to ap-
proach the performance of FPQ8 in the settings involving

(a) CIFAR10 (b) CIFAR100

Figure 2. Top-1 accuracy vs. the number of local epochs. In all
experiments, the number of clients is N = 10, the concentration
parameter α = 0.5, and the number of global rounds is set to 50.
All results are the final test accuracy after 50 global rounds.

10 clients, though the gap (as expected) widens as the num-
ber of clients participating in the system grows.

4.4. The Number of Local Epochs

We study the impact of the number of local epochs on
the system’s performance by conducting 5 sets of exper-
iments where the number of local epochs is varied over
{1, 5, 10, 15, 20}. The results are shown in Figure 2. As
can be seen there, when the number of local epochs is set to
1, the three quantization-aware training methods show sig-
nificant performance degradation while the impact on FP32
baseline is only minor. This is likely due to underfitting of
the quantized models. For larger numbers of local epochs,
FedMPQ provides a global model whose performance is
comparable to FPQ8, demonstrating remarkable improve-
ment over AQFL.

4.5. Fine-Tuning Hyper-Parameters

The experiments discussed in the previous section are con-
ducted with hyperparameters ϵ = 0.03 and λ = 0.01.
Note that ϵ and λ jointly affect the training: λ controls
the weight of the group Lasso regularization used in lo-
cal training while ϵ controls the threshold for pruning the
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Table 3. Test accuracy (%) of FedMPQ running with different
combinations of threshold value ϵ and regularization weights λ.
All experiments are on CIFAR10 with 10 clients and α = 0.5.

threshold value ϵ
λ 0.01 0.02 0.03 0.04 0.05
0.1 64.1 63.4 65.9 63.9 64.8
0.01 66.4 68.0 67.1 64.7 64.3
0.001 67.1 70.0 65.5 64.7 64.4

MSBs after local training. To explore the space of hyper-
parameters, we consider a number of configurations with
varied values of ϵ ∈ {0.01, 0.02, 0.03, 0.04, 0.05} and λ ∈
{0.1, 0.01, 0.001}. As the results shown in Table 3 indicate,
when the threshold ϵ is too large, the accuracy considerably
deteriorates since a larger fraction of model parameters gets
compressed. Selecting large regularization weights, e.g.
λ = 0.1, leads to the performance drop since FedMPQ fo-
cuses on pursuing higher bit-level sparsity. Our experiments
suggest that to achieve satisfactory performance, one should
select ϵ ≤ 0.03 and λ ≤ 0.01.

4.6. An Ablation Study

In this section, we empirically analyze the effect of each
procedure in FedMPQ by a comparison to the AQFL base-
line. The three procedures that distinguish FedMPQ from
AQFL include: (1) the group Lasso regularization in the
objective function as described in Section 3.3; (2) bit-level
pruning in the most significant bits (MSBs); and (3) Alg. 2
which restores the precision of local models. We refer to
different combinations of these procedures, shown in Ta-
ble 4, as settings (1)-(5).

According to the results for setting (1) in Table 4,
the group Lasso regularization achieves high performance
while promoting bit-level sparsity, with small 1.2% and
0.3% drops in accuracy on CIFAR10 and CIFAR100, re-
spectively. As shown in the results for setting (2), MSBs
pruning without sparsity-promoting training causes more
severe performance degradation, with 2.9% and 4.2% ac-
curacy drop on these two datasets. Finally, by combining
the group Lasso regularization with MSBs pruning (setting
(3)) enables the global model to achieve performance close
to the baseline, even though the precision is reduced af-
ter MSBs pruning. Interestingly, the group Lasso regular-
ization forces the clients to learn local models with highly
sparse binary weight representations, implying no degrada-
tion due to bit-pruning.

Algorithm 2 enables clients to recover layer-wise pre-
cision budget allocated to their local models, resulting in
significant performance improvements. For instance, test
accuracy in setting (4) is 10.3% and 11.4% higher than in
setting (2); setting (5) achieves 10.9% and 9.3% higher ac-

Table 4. Test accuracy (%) of the global model trained using dif-
ferent combinations of the FedMPQ subroutines. “Lasso” refers to
the group Lasso regularization; “MSBs” denotes bit-level pruning.
All experiments involve 10 clients. α, ϵ and λ are set to 0.5, 0.03
and 0.01, respectively (the same setting as in Section 4.1).

CIFAR10 CIFAR100
AQFL (baseline) 58.0 32.9
(1) Lasso 56.8 32.6
(2) MSBs 55.1 28.7
(3) MSBs + Lasso 56.2 31.8
(4) MSBs + Alg.2 65.4 40.1
(5) MSBs + Lasso + Alg.2 67.1 41.1

curacy than setting (3) on CIFAR10 and CIFAR100, respec-
tively.

This ablation study provides an insight in how FedMPQ
operates: the group Lasso regularization forces clients to
learn a local model with bit-level sparsity while preserving
performance; MSBs pruning allows reduction of the pre-
cision of local models without major performance degra-
dation; Algorithm 2, implemented at the server, conducts
pruning-growing to restore the precision of local models so
they fully exploit allocated bit-width budgets while seeking
effective bit-width allocations to layers. The results in Ta-
ble 4 suggest that Algorithm 2 plays a major role in helping
FedMPQ achieve high accuracy.

5. Conclusion

In this paper we presented FedMPQ, a novel framework
for heterogeneous, resource-constrained federated learning
systems, which aims to judiciously utilize bit-width budget
of clients by conducting mixed-precision quantization. A
group Lasso regularizer applied in local training promotes
sparsity of the binary representation of the model parame-
ters, and then reduces the precision of a subset of the lo-
cal model’s layers. The server deploys a greedy pruning-
growing procedure that restores precision of the pruned lo-
cal models to fully exploit the assigned bit-width budget.
We conducted extensive experiments on several benchmark
datasets for a number of problem configurations that simu-
late resource-heterogeneity across clients. The experimen-
tal results demonstrate that FedMPQ outperforms the fixed-
precision quantization baseline, and provides performance
remarkably close to the 8-bit quantization baseline.
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