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Abstract

In this paper, we propose a novel Visual Reference
Prompt (VRP) encoder that empowers the Segment Any-
thing Model (SAM) to utilize annotated reference images
as prompts for segmentation, creating the VRP-SAM model.
In essence, VRP-SAM can utilize annotated reference im-
ages to comprehend specific objects and perform segmen-
tation of specific objects in target image. It is note that
the VRP encoder can support a variety of annotation for-
mats for reference images, including point, box, scribble,
and mask. VRP-SAM achieves a breakthrough within the
SAM framework by extending its versatility and applicabil-
ity while preserving SAM’s inherent strengths, thus enhanc-
ing user-friendliness. To enhance the generalization abil-
ity of VRP-SAM, the VRP encoder adopts a meta-learning
strategy. To validate the effectiveness of VRP-SAM, we con-
ducted extensive empirical studies on the Pascal and COCO
datasets. Remarkably, VRP-SAM achieved state-of-the-art
performance in visual reference segmentation with mini-
mal learnable parameters. Furthermore, VRP-SAM demon-
strates strong generalization capabilities, allowing it to per-
form segmentation of unseen objects and enabling cross-
domain segmentation. The source code and models will be
available at https://github.com/syp2ysy/VRP-
SAM

1. Introduction
In recent, the Segment Anything Model (SAM) [13] has
emerged as a foundational visual model for image segmen-
tation. Trained on an extensive datasets comprising bil-
lions of labels, SAM has demonstrated remarkable versatil-
ity in the realm of universal segmentation. What sets SAM
apart is its human-interactive design, allowing segmenta-
tion based on user-provided prompts, be they in the form of
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Figure 1. Comparison of SAM’s built-in Point and Box prompt
modes with Visual Reference Prompt when handling numerous
images. The prompts are all provided by users.

points, bounding boxes, or coarse masks. This distinctive
feature positions SAM as a robust tool that can be adapt-
able to various tasks and requirements [12, 48].

However, the existing prompt formats of SAM present
significant challenges in practical applications, especially
when dealing with complex scenes and numerous images.
As shown in Figure 2(a), SAM relies on user-provided
prompts (points, boxes, coarse mask) to segment objects in
the target image, demanding users to possess a comprehen-
sive understanding of the target objects. In real-world ap-
plications, especially in complex scenarios, the level of user
familiarity with the target objects can significantly impact
the effectiveness of providing specific prompts. Further-
more, variations in the position, size, and quantity of tar-
get objects across different images require custom prompts
for each image. As illustrated in Figure 1 with the aim
of segmenting ’bicycles’, users need to customize different
prompts for each image, significantly impacting efficiency
of SAM. Therefore, we propose integrating visual reference
prompts to overcome these limitations and enhance adapt-
ability of SAM.

Visual reference prompts is annotated reference images
that delineate the objects users expect to segment. As shown
in Figure 1, by simply providing a visual reference prompt
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Figure 2. A Comparison between SAM and VRP-SAM. VRP-
SAM introduces a visual reference prompt encoder, accepting an-
notated reference images with point, scribble, box, and mask for-
mats, offering a distinct enhancement over SAM.

with bicycle, we can segment bicycle in different images
without requiring users to provide specific prompts for each
image. It significantly enhances the efficiency of SAM
while reducing reliance on user familiarity with objects. To
achieve this goal, some methods [19, 46] incorporate se-
mantic correlation models [9, 25] to establish reference-
target correlation 1, obtaining pseudo-masks for the target
objects. Following this, a sampling strategy is devised to
extract a set of points and bounding boxes from the pseudo-
masks, serving as prompts for SAM segment the target im-
age. These methods overlook false positives within the
pseudo-mask and exhibit high sensitivity to hyperparame-
ters. Consequently, it heavily relies on the quality of the
pseudo-mask and has poor generalization.

Toward this end, we propose a straightforward and effec-
tive Visual Reference Prompt (VRP) encoder using meta-
learning technique, integrated with SAM to create VRP-
SAM. It leverages annotated reference images as prompts
to segment similar semantic objects in the target image. As
illustrated in Figure 2(b), the VRP encoder accepts inputs
in various annotation formats, including points, scribbles,
boxes, and masks. Specifically, the VRP encoder intro-
duces a semantic-related model to encode reference and tar-
get images into the same space. Following meta-learning
methods, we first extract prototypes of target objects from
annotated information in reference images, enhancing the
representation of the target objects in both images. Follow-
ing meta-learning methods, the prototypes of target objects
(users’ markers) are first generated from annotated refer-
ence images, which aim to highlight such target instances

1SAM, being a category-agnostic model, encounters challenges in ad-
equately capturing reference-target correlations.

in both reference and target images. Then, we introduce a
set of learnable queries to extract the semantic cues of the
target objects from attentive enhanced reference features.
Then, these queries interact with target images, generating
prompt embeddings usable by mask decoder to segment se-
mantically specific objects in the target image. Building
upon the foundation of SAM’s inherent capabilities, VRP-
SAM enhances the model’s visual reference segmentation
prowess. The introduction of Visual Reference Prompts
(VRP) not only diversifies the prompts, enabling the model
to swiftly segment objects with identical semantics, but also
incorporates a meta-learning mechanism that significantly
boosts the generalization of model, particularly in dealing
with novel objects and cross-domain scenarios.

To quantitatively assess the generalization capability of
VRP-SAM, we follow the dataset configurations commonly
used in few-shot segmentation and evaluate our VRP-SAM
on Pascal-5i and COCO-20i datasets. Extensive experi-
ments show that VRP-SAM overcomes the limitations of
SAM in prompt format, enabling efficient visual reference
segmentation. It is significantly better than sampling-based
methods, achieving state-of-the-art results on Pascal-5i and
COCO-20i datasets. Moreover, we present solid evidence
of VRP-SAM’s superior performance in handling unknown
objects and cross-domain scenarios. Our experiments high-
light that VRP-SAM achieves the rapid segmentation of a
large number of images based on semantics. Furthermore,
the incorporation of meta-learning principles significantly
enhances its generalization, making it applicable across var-
ious scenarios.

2. Related Work

2.1. Application of SAM

Segmentation Anything model (SAM) [13] is a recently in-
troduced category-agnostic interactive segmentation model
by Meta. It leverages user-guided instructions for seg-
mentation, such as points, bounding boxes, and coarse
masks. Currently, SAM has two primary application ap-
proaches. One involves using SAM’s segmentation results
as prior information to assist downstream tasks. For in-
stance, Inpaint Anything (IA) [43] and Edit Everything [39]
leverage SAM’s segmentation results for image editing and
restoration [42, 47] within the masked regions. Addition-
ally, SEPL [5] employs SAM’s segmentation results to
enhance pseudo-labels in weakly supervised segmentation
tasks [27, 30]. Furthermore, SAM segmentation results
serve as prior information in tasks such as crack and vol-
cano crater detection [1, 8].

The second involves guiding SAM’s segmentation
through various prompt combinations. For example, in the
context of visual reference segmentation [31], Matcher [19]
samples points and boxes from pseudo-masks, utilizing
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SAM to refine these pseudo-masks. TAM [41] is applied
in object tracking tasks, where it uses point prompts to ini-
tialize object masks and subsequently uses SAM to refine
low-quality masks. Additionally, SAMAug [6] introduces
a visual point enhancement method tailored for SAM, fa-
cilitating automatic image annotation. These examples il-
lustrate SAM’s effectiveness across different tasks. How-
ever, existing methods are constrained by SAM’s existing
prompt modalities, and they may struggle when confronted
with complex objects and unfamiliar scenes. To break these
limitations, we have designed a visual prompt encoder for
SAM, expanding its applicability to a wider range of sce-
narios.

2.2. Visual reference segmentation

Visual reference segmentation [31, 33, 48] aims to guide
the segmentation of a target image using a reference image.
The goal of this task is to utilize a semantically annotated
reference image to instruct the segmentation of objects or
regions in the target image that share the same semantics
as those in the reference image. In current research, meth-
ods can be broadly categorized into two groups: prototype-
based and feature-matching-based. Prototype-based meth-
ods, such as PFENet [33], PANet [36], and CWT [21], usu-
ally focus on distinguishing prototypes with different class-
specific features. ASGNet [15], on the other hand, improves
the segmentation performance by increasing the number of
prototypes. Another feature-matching approach [22, 35]
leverages the pixel-level correlations between reference and
target images to significantly enhance segmentation perfor-
mance, as demonstrated by methods like CyCTR [44] and
HDMNet [26]. Moreover, modern large-scale vision mod-
els [2, 37, 48] have recognized visual reference segmenta-
tion as a primary task, given its indispensable role in han-
dling complex objects and unknown scenes. However, it’s
important to note that SAM [13] does not possess the ca-
pability to perform this task, underscoring the necessity of
introducing VPR-SAM.

3. Preliminary
In this section, we first review the architecture of Segment
Anything Model. Then we formulate the problem setting in
this paper.

3.1. SAM Architecture

SAM is an interactive segmentation model composed of
an image encoder, a prompt encoder, and a mask decoder.
Given a target image It and some geometric prompts, SAM
first employs a Vision Transformer (ViT) [34] as image en-
coder to extract image features. Subsequently, the prompt
encoder is utilized to generate the prompt embeddings de-
rived from the user-provided points, boxes, or masks. Fi-
nally, the mask decoder integrates the image features and

prompt embeddings, and generates a high-quality mask in a
class-agnostic manner.

To the best of our knowledge, current research based on
SAM still relies on geometric prompts for segmentation.
Thus far, there have been no efforts to introduce new forms
of prompts to enhance SAM. We design a novel visual ref-
erence prompt to extend the visual reference segmentation
capabilities of SAM.

3.2. Problem Formulation

Visual reference segmentation aims to segment objects in
target image that same semantic as the annotated object in
reference image. Specifically, let It represent the target im-
age and Ir represent the reference image. Given a reference
image Ir and its annotation M i

r, where i denotes the cate-
gory of the annotated object, we leverage this information
to segment all regions in the target image belonging to cat-
egory i. Depending on the annotation granularity, the ref-
erence image have four annotation formats: point, scribble,
box, and mask. Point annotation involves providing specific
points on the target, scribble requires outlining the target
region with arbitrary curves, boxes correspond to bounding
boxes around the target, and masks provide pixel-level an-
notations for the entire target.

4. VRP-SAM

VRP-SAM extends SAM to perform visual reference seg-
mentation without compromising its original functionality.
We propose a training-efficient visual reference prompt en-
coder that, firstly, accommodates various granularities of vi-
sual references and, secondly, directly encodes these visual
references into prompt embeddings rather than geometric
prompts. These prompt embeddings are then fed directly
into the mask decoder of SAM, resulting in the generation
of the target mask.

As depicted in Figure 3, the VRP Encoder consists of
feature augmenter and prompt generator. Next, we will
delve into the details of VRP Encoder and the loss function.

4.1. Feature Augmenter

Inspired by meta-learning, the Feature Augmenter sepa-
rately encodes reference annotations M i

r into features of
both the reference and target images. This process is de-
signed to distinguish between foreground and background
representations. To capture semantic correlations between
reference and target images, we introduce a semantic-aware
image encoder within the VRP encoder, encoding them into
the same latent space. To prevent overfitting of the VRP
encoder, we freeze the image encoder during the training
phase. This ensures a balance between capturing seman-
tic relevance and preventing excessive specialization of the
VRP encoder.
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Figure 3. Proposed VRP-SAM framework. Our approach enables SAM to perform visual reference segmentation by extends a VRP
encoder. It takes various granularities of visual references as inputs and encodes these visual references into prompt embeddings. Our VRP
encoder consists of a feature augmenter and a prompt generator.

The Feature Augmenter is illustrated in Figure 3. Ini-
tially, leveraging a semantic-aware image encoder (e.g.
ResNet-50), we encode Ir and It separately, resulting in the
feature map Fr ∈ RC×H×W and Ft ∈ RC×H×W . Subse-
quently, we extract the prototype feature Pi corresponding
to class i from Fr using the mask M i

r. This process can be
summarized as follows:

Pi = MaskAvgPool(Fr,M
i
r) (1)

where M i
r represents one of following annotation formats:

point, scribble, box, or mask. To enhance the context in-
formation about class i, we concatenate the prototype fea-
tures and mask with Fr and Ft. Fr is concatenated with
mask mi, and Ft is concatenated with pseudo-mask mpseudo

i .
mpseudo

i is obtained using a common training-free approach,
and detailed descriptions are provided in the Appendix.
Subsequently, we employ a shared 1 × 1 convolution layer
to reduce dimensionality of enhanced features.This process
can be summarized as follows:

F
′

r = Conv(concat(Fr, Pi,mi)) (2)

F
′

t = Conv(concat(Ft, Pi,m
pseudo
i )) (3)

Ultimately, we obtain enhanced image features F
′

r ∈
RC×H×W and F

′

t ∈ RC×H×W , which have enhanced
context information for the category i. Thus, the enhanced
features comprise foreground representations for class i and
background representations for the other classes. Subse-
quently, we feed the enhanced features into the Prompt Gen-
erator to obtain a set of visual reference prompts.

4.2. Prompt Generator

The purpose of the Prompt Generator is to obtain a set of
visual reference prompts embedding for the SAM mask de-
coder. As depicted in Figure 3, the process commences
with the introduction of a set of learnable queries denoted
as Q ∈ RN×C , where N indicates the number of visual ref-
erence prompts. These queries first engage with the refer-
ence features F

′

r to obtain the category-specific information
through cross-attention and self-attention layer:

Q
′

r = SelfAttn1(CrossAttn1(Q,F
′

r)) (4)

Here, we obtain a set of queries, Q
′

r , possessing knowl-
edge about the object to be segmented. Subsequently, we
employ cross-attention to interact these queries with target
image feature to obtain the foreground information in target
image. Following this, a self-attention layer is used to up-
date the queries, generating a set prompts Q

′

t that align with
the representation of SAM :

Q
′

t = SelfAttn2(CrossAttn2(Q
′

r, F
′

t )) (5)

The final Q
′

t serve as the visual reference prompt embed-
dings for SAM, equipped with the capability to guide the
segmentation of the foreground in the target image. By in-
putting this set of visual reference prompt embeddings into
the mask decoder, the mask M i

t ∈ R1×H×W for category i
in the target image can be obtained.

4.3. Loss Function

We employ Binary Cross-Entropy (BCE) loss and Dice loss
to supervise the learning of the Visual Reference Prompt
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Table 1. Compare with other foundation models. Results of
one-shot semantic segmentation on COCO-20i.Gray indicates the
model is trained by in-domain datasets. † indicates the method
using SAM.

Methods Label type F-0 F-1 F-2 F-3 Means
Painter [37]

mask.

31.2 35.3 33.5 32.4 33.1
SegGPT [38] 56.3 57.4 58.9 51.7 56.1

PerSAM† [46] 23.1 23.6 22.0 23.4 23.0
PerSAM-F† [46] 22.3 24.0 23.4 24.1 23.5

Matcher† [19] 52.7 53.5 52.6 52.1 52.7

VRP-SAM†

point. 30.1 39.2 43.0 40.4 38.2
scribble. 40.2 52.0 52.4 44.4 47.2

box. 44.5 49.3 55.7 49.1 49.7
mask. 48.1 55.8 60.0 51.6 53.9

Encoder. The BCE loss ensures pixel-wise accuracy, while
the Dice loss provides additional context for pixel-level seg-
mentation. Therefore, the total loss of VRP-SAM is:

Ltotal = − 1

N

N∑
i=1

[yi log(pi) + (1− yi) log(1− pi)]︸ ︷︷ ︸
BCE Loss

+ 1−
2
∑N

i=1(pi · yi)∑N
i=1 p

2
i +

∑N
i=1 y

2
i︸ ︷︷ ︸

Dice Loss

(6)

where N represents the total number of pixels, yi is the
ground truth label for pixel i, and pi is the predicted prob-
ability of pixel i belonging to the object. By combining
these two losses, we comprehensively consider both accu-
racy and contextual effects, thus guiding the Visual Refer-
ence Prompt Encoder more effectively in generating precise
segmentation results.

5. Experiments
5.1. Setting

Datasets: To validate segmentation performance and gener-
alization capability of VRP-SAM, we conducted extensive
experiments following the few-shot setting [14, 31, 44] on
COCO-20i [24] and PASCAL-5i [29] datasets. Specif-
ically, we organized all classes from both datasets into
4 folds. For each fold, PASCAL-5i [29] comprises 15
base classes for training and 5 novel classes for testing,
while COCO-20i [24] includes 60 training base classes
and 20 testing novel classes. To assess performance of
model, we randomly sampled 1000 reference-target pairs
in each fold. In each fold, As the mentioned datasets lack
labels for point, scribble, and box annotations, we followed
the SEEM [48] to generate these annotation labels by
simulating user inputs randomly based on the reference
ground truth masks.

Implementation details: In visual reference prompt en-
coder, we use VGG-16 [3] and ResNet-50 [9] as the im-

age encoder and initialize it with ImageNet [28] pre-trained
weights. We employed the AdamW optimizer [20] along
with a cosine learning rate decay strategy for training VRP-
SAM. Specifically, on the COCO-20i dataset, we conducted
50 epochs of training with an initial learning rate of 1e-
4 and a batch size of 8. For the PASCAL-5i dataset, the
model was trained for 100 epochs with an initial learning
rate of 2e-4 and a batch size of 8. In VRP, the number of
queries is set to 50 by default, and the input image size of
all experiments needs to be adjusted to 512 × 512. Fol-
lowing SEEM [48], during training, we obtain annotations
for points, scribbles, and boxes based on mask annotations.
We provide detailed descriptions of this process in the Ap-
pendix. To ensure a fair comparison, VRP-SAM is exclu-
sively compared to previous works [16, 26, 37] using visual
reference prompts based on the the mean intersection over
union (mIoU).

5.2. Comparison with the State-of-the-art

Comparison with other foundation models. Leveraging
the foundation model enables few-shot segmentation. We
compared various approaches utilizing Painter [37], Seg-
GPT [38], and SAM as foundation models for few-shot seg-
mentation, providing evaluation metrics on the COCO-20i

dataset. As shown in Table 1, VRP-SAM achieves 53.9%
mean mIoU without training on novel classes, achieving
comparable with SegGPT. Note that the training data of
SegGPT include all classes in COCO. Furthermore, our
VRP-SAM outperforms other SAM-base methods includ-
ing Matcher [19], which employs a DINOv2 [25] pretrained
ViT-L [34] as image encoder.

Comparison with few-shot methods. To validate
the effectiveness of VRP-SAM, we compared it with
state-of-the-art few-shot segmentors on the novel set of
COCO-20i and PASCAL-5i datasets. To ensure a fair
comparison, VRP-SAM is trained and tested separately
in each fold, ensuring no overlap in classes between the
training and test sets. The results in Table 2 demonstrate
that VRP-SAM achieves state-of-the-art results on COCO-
20i and PASCAL-5i, with mIoU scores of 53.9 and 71.9,
respectively. Notably, when using VGG-16 as the image
encoder for VRP, VRP-SAM achieves mIoU scores of
48.0 and 68.7 on COCO-20i and PASCAL-5i datasets. It
indicates that VRP-SAM achieves optimal performance
on the novel set with only 1.6M learnable parameters,
highlighting its powerful generalization capability.

5.3. Comparison with Geometric Prompts

In this paper, we design Visual Reference Prompts to rep-
resent target information. Different from the Geometric
Prompts (GP) provided by SAM, our VRP is more flexible
and robust. We conducted experiments comparing GP and
VRP to validate the superiority of our method (see Table 3).
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Table 2. Performance of one-shot semantic segmentation on COCO-20i and PASCAL-5i. The red and blue colors respectively represent
the optimal and suboptimal results.

Method
Image

encoder
Learnable

params
COCO-20i PASCAL-5i

F-0 F-1 F-2 F-3 Mean F-0 F-1 F-2 F-3 Mean
PFENet [33]

VGG-16

10.4M 35.4 38.1 36.8 34.7 36.3 56.9 68.2 54.5 52.4 58.0
BAM [14] 4.9M 36.4 47.1 43.3 41.7 42.1 63.2 70.8 66.1 57.5 64.4

HDMNet [26] 4.2M 40.7 50.6 48.2 44.0 45.9 64.8 71.4 67.7 56.4 65.1
VRP-SAM 1.6M 43.6 51.7 50.0 46.5 48.0 70.0 74.7 68.3 61.9 68.7

PFENet [33]

ResNet-50

10.4M 36.5 38.6 34.5 33.8 35.8 61.7 69.5 55.4 56.3 60.8
HSNet [22] 2.6M 36.3 43.1 38.7 38.7 39.2 64.3 70.7 60.3 60.5 64.0
CyCTR [44] 15.4M 38.9 43.0 39.6 39.8 40.3 65.7 71.0 59.5 59.7 64.0

SSP [7] 8.7M 35.5 39.6 37.9 36.7 37.4 60.5 67.8 66.4 51.0 61.4
NTRENet [18] 19.9M 36.8 42.6 39.9 37.9 39.3 65.4 72.3 59.4 59.8 64.2

DPCN [17] - 42.0 47.0 43.3 39.7 43.0 65.7 71.6 69.1 60.6 66.7
VAT [10] 3.2M 39.0 43.8 42.6 39.7 41.3 67.6 72.0 62.3 60.1 65.5
BAM [14] 4.9M 39.4 49.9 46.2 45.2 45.2 69.0 73.6 67.6 61.1 67.8

HDMNet [26] 4.2M 43.8 55.3 51.6 49.4 50.0 71.0 75.4 68.9 62.1 69.4
VRP-SAM 1.6M 48.1 55.8 60.0 51.6 53.9 73.9 78.3 70.6 65.0 71.9
DCAMA Swin-B 47.7M 49.5 52.7 52.8 48.7 50.9 72.2 73.8 64.3 67.1 69.3

Table 3. Comparison with geometric prompts. Geometric prompts
are randomly sampled from the pseudo-mask. † indicates the care-
fully designed sampling strategy proposed in [19].

Method Image Encoder Prompts Mean IoU

GP-SAM

ResNet-50
box. 19.7

point. 21.7
box. + point. 23.2

DINOv2

box. 31.3
point. 36.6

box. + point. 37.8
box. + point. † [19] 52.7

VRP-SAM
ResNet-50

point. 38.4
scribble. 47.3

box. 49.7
mask. 53.9

DINOv2-B/14 mask. 60.4

In the GP-SAM experiments, we initially used an Image
Encoder to generate a pseudo-mask for the target image fol-
lowing [33], and subsequently obtained points or bounding
boxes from the pseudo-mask 2 as geometric prompts. Ex-
perimental results consistently demonstrate the ongoing su-
periority of our VRP over the GP approach. We visualize
the segmentation results of GP-SAM and our VRP-SAM in
Figure 4. Visualization results indicate that the GP approach
is prone to generating false-positive prompts, significantly
impacting segmentation performance. In contrast, our VRP
effectively avoids such issues.

5.4. Generalization Evaluation

Domain shift: Next, we assess the effectiveness of VRP-
SAM in a domain shift scenario, which necessitates signif-

2For point prompts, we randomly sample 5 points from the pseudo-
mask. For box prompt, we adopt the bounding box of the pseudo-mask.

Visual Reference GP-SAM-RN50 GP-SAM-DINOv2 VRP-SAM-RN50

Figure 4. The visualization results of VRP-SAM and GP-SAM.

icant domain differences between training and testing sets.
Following prior work [22, 32, 33], we trained on COCO-20i

and tested on PASCAL-5i, where the classes in training set
do not overlap with those in test set. The results in Table 4,
representing the average across four folds, clearly demon-
strate the superior performance of VRP-SAM in domain
shift scenario. Notably, VRP-SAM with scribble annota-
tions outperforms FP-Trans [45] by 2.8%, while VRP-SAM
with mask annotations surpasses DGPNet [11] by 5.8%.
This affirms the robust generalization capability of VRP-
SAM and its effectiveness in domain transfer scenarios.
Visualization: To assess the generalization capability of
VRP-SAM across diverse image styles, we curated a col-
lection of target images from web, spanning various gen-
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Figure 5. Qualitative results of VRP-SAM across diverse image styles is presented. The target images were sourced from the internet.

res such as natural landscapes, artworks, and complex en-
vironments. Visual Reference Prompts (VRPs) were se-
lected from the COCO dataset to guide the segmentation
of these target images. The segmentation results on differ-
ent image styles are presented in Figure 5. It demonstrate
that VRP-SAM adeptly adapts to varied image styles, accu-
rately delineating target objects. Notably, VRP-SAM excels
in handling ink-style images, showcasing refined segmenta-
tion performance. This compellingly underscores the ro-
bustness and effectiveness of VRP-SAM when confronted
with images of unknown styles.

5.5. Ablation Study

To validate the effectiveness of VRP-SAM, we conducted
extensive ablation studies on PASCAL-5i. ResNet-50 was
chosen as the image encoder for VRP to ensure experimen-
tal consistency. These experiments aimed to thoroughly
investigate the performance of VRP-SAM under various
conditions.
Loss: To assess the impact of Binary Cross-Entropy
(BCE) and Dice losses on VRP-SAM, experiments were
conducted on the PASCAL-5i dataset. Results in Table 5
indicate comparable performance when using BCE or Dice
loss individually. Notably, the optimal performance for

Table 4. Evaluation (Mean IoU (%)) under the domain shift from
COCO-20i to PASCAL-5i.

Method Image encoder Label type Mean
RPMM [40]

ResNet-50 mask.

49.6
PFENet [33] 61.1

RePRI [4] 63.2
VAT-HM [23] 65.1
HSNet [22]

ResNet-101 mask.
64.1

DGPNet [11] 70.1
FP-Trans [45] DeiT-B/16 mask. 69.7

VRP-SAM ResNet-50

point. 63.5
scribble. 72.5

box. 72.3
mask. 75.9

VRP-SAM is achieved when both losses are combined.
It emphasizes the importance of BCE and Dice losses in
guiding VRP-SAM to produce more robust and accurate
masks. BCE loss ensures precise pixel-level classification,
while Dice loss facilitates accurate spatial localization of
objects. Simultaneously employing BCE and Dice losses
in VRP-SAM maximizes their complementary advantages.

The number of query: In Figure 6, we conducted a
comprehensive analysis of the impact of varying query
quantities on VRP-SAM’s performance. We observed
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Table 5. Ablation study on different loss function in VRP-SAM.

Method Label type Bce loss Dice loss Means

VRP-SAM mask.
70.1
70.3
71.9
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Figure 6. Ablation study on VRP-SAM with different query num-
bers. The x-axis shows the number of queries, and the y-axis rep-
resents model performance.

a positive correlation between increased query numbers
and improved segmentation quality. However, once the
query count surpassed 50, the performance gain started
to diminish. This phenomenon suggests that 50 queries
provide ample effective guidance for the model, and
further increases in query count do not yield significant
improvements, leading to performance saturation. To main-
tain high performance while minimizing model learnable
parameters, we set the query quantity in VRP-SAM to 50.
This decision optimally balances guidance information and
model efficiency.
Initialization of query: In Table 6, we compared various
query initialization strategies, such as random initialization,
foreground prototype (FP), background prototype (BP),
and a hybrid prototype with half foreground and half
background (half-FP & half-BP). Surprisingly, random
initialization outperformed all other strategies, showcasing
superior performance. This unexpected outcome can be at-
tributed to the intricate segmentation task and the dataset’s
object diversity. Random initialization enables the model
to explore a broader range of states, avoiding potential
local minima. In contrast, prototype-based initializations,
whether foreground, background, or a combination, might
introduce biases, limiting adaptability to diverse object
characteristics.

Number of VRPs: In our investigation of the influ-
ence of number of visual reference prompts on segmenta-
tion results, we explored utilization of few visual reference
prompts. This approach involves sending several visual ref-
erence prompts to the VRP encoder, generating multiple
prompt embeddings. These embeddings are concatenated
and forwarded to the mask decoder, resulting in the final
mask. The result in Table 7, we observed a substantial en-

Table 6. Ablation study of different query initialization methods
on VRP-SAM.

Method Label type Image encoder Mean IoU

VRP-SAM mask.

FP 68.2
BP 62.6

half-FP & half-BP 67.4
random 71.9

Table 7. Ablation Study on Few Visual Reference prompts for
VRP-SAM.

Method Label type 1-VRP 5-VRP

VRP-SAM

point. 62.9 64.1(+1.2)

scribble. 66.8 68.4(+1.6)

box. 69.4 70.5(+1.1)

mask. 71.9 72.9(+1.0)

hancement in segmentation performance with an increase in
the number of visual reference prompts. The results empha-
size positive influence of incorporating multiple visual ref-
erence prompts, enhancing the model’s ability to accurately
capture intricate details and nuances associated with target
object. The diverse prompts contribute enriched contextual
information, facilitating a more comprehensive understand-
ing of the object’s characteristics and leading to generation
of precise and nuanced segmentation masks.

6. Conclusion

In this paper, we present VRP-SAM, an innovative exten-
sion of the SAM framework achieved through integration
of a Visual Reference Prompt (VRP) encoder. This addi-
tion empowers SAM to leverage visual reference prompts
for guided segmentation. The core methodology involves
encoding annotated reference images through the VRP en-
coder, which then interacts with the target image to gener-
ate meaningful prompts for segmentation within the SAM
framework. The seamless fusion of VRP encoder with
SAM, resulting in VRP-SAM, enhances the model’s gen-
erality and adaptability. VRP-SAM overcomes limitations
posed by SAM’s existing prompt formats, especially in
complex scenarios and large datasets. The introduced visual
reference prompts, including point, box, scribble, and mask
annotations, offer a flexible solution, expanding the model’s
applicability. Extensive empirical studies conducted show-
case VRP-SAM’s state-of-the-art performance in visual ref-
erence segmentation with minimal learnable parameters.
Notably, VRP-SAM demonstrates robust generalization ca-
pabilities, excelling in segmentation tasks for novel objects
and cross-domain scenarios.
Acknowledge This work was partially supported by the Na-
tional Key Research and Development Program of China
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