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Abstract

Few-shot segmentation remains challenging due to the
limitations of its labeling information for unseen classes.
Most previous approaches rely on extracting high-level fea-
ture maps from the frozen visual encoder to compute the
pixel-wise similarity as a key prior guidance for the de-
coder. However, such a prior representation suffers from
coarse granularity and poor generalization to new classes
since these high-level feature maps have obvious category
bias. In this work, we propose to replace the visual prior
representation with the visual-text alignment capacity to
capture more reliable guidance and enhance the model gen-
eralization. Specifically, we design two kinds of training-
free prior information generation strategy that attempts to
utilize the semantic alignment capability of the Contrastive
Language-Image Pre-training model (CLIP) to locate the
target class. Besides, to acquire more accurate prior guid-
ance, we build a high-order relationship of attention maps
and utilize it to refine the initial prior information. Experi-
ments on both the PASCAL-5i and COCO-20i datasets show
that our method obtains a clearly substantial improvement
and reaches the new state-of-the-art performance. The code
is available on the project website .

1. Introduction

With the development of deep learning [3, 4], semantic seg-
mentation [16, 29, 34, 51, 63] has made a great progress.
Traditional semantic segmentation relies on intensive an-
notations which is time-consuming and labour-intensive,
once the segmentation model encounters samples with lim-
ited labeled data, it cannot output accurate prediction, mak-
ing it difficult to apply in practice. Few-shot segmenta-
tion [19, 50, 57] is proposed to address the above prob-
lem, which aims to segment novel classes with a few anno-
tated samples during inference. To achieve this, it divides
data into a support set and a query set, the images in the
query set are segmented using the provided information in
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Figure 1. Comparison of prior information. (a) Support im-
ages with ground-truth masks; (b) Query images with ground-truth
masks; (c) Prior information from previous approaches generated
based on the frozen ImageNet [5] weights, which are biased to-
wards some classes, such as the ‘Person’ class; (d) Our prior infor-
mation, which is generated utilizing the text and visual alignment
ability of the frozen CLIP model. Our prior information is finer-
grained and mitigates the bias of the class.

the support set as a reference. Existing few-shot segmen-
tation methods can be roughly categorized into two types:
pixel-level matching [12, 43, 54, 54, 58] and prototype-level
matching [8, 19, 39, 50, 53, 57]. Pixel-level matching uses
the pixel-to-pixel matching mechanism [41, 43, 60] to en-
force the few-shot model mine pixel-wise relationship [1,
49, 60]. Prototype-level matching methods extract proto-
types [14, 26, 37, 52] from the support set to perform simi-
larity [11,21, 38, 39] or dense comparisons [2, 6, 20, 22, 47]
with the query image features to make predictions. No mat-
ter pixel-level matching or prototype-level matching, most
recent approaches [8, 19, 22, 39, 45] introduce the prior
masks [19, 25, 62] as a coarse localization map to guide
the matching or segmentation process to concentrate on the
located regions. However, such prior masks are mainly gen-
erated through interacting fixed high-dimensional features
from the visual pre-trained models, i.e., CNN with Ima-
geNet [5] pre-train initialization, causing several insolvable
problems as shown in Fig. 1: 1) incorrect target location
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response due to original ImageNet [5] pre-training weights
being insensitive to category information, which misleads
the segmentation process and thus restricting generalization
of the model. 2) coarse prior mask shapes, caused by undis-
tinguished vision features between the target and non-target
pixels, make the prior information locate many non-target
regions, which further confuses the segmentation process.
To address the aforementioned drawbacks, we rethink
the prior mask generation strategy and attempt to use Con-
trastive Language-Image Pre-training (CLIP) [40] to gener-
ate more reliable prior information for few-shot segmenta-
tion. A large amount of text-image training data pairs make
the CLIP model sensitive to category due to the forced text-
image alignment, which enables better localization of the
target class [32, 61, 64]. Besides, the success in the zero-
shot task [9, 24, 40] also demonstrates the powerful general-
ization ability of the CLIP model. Based on this, we attempt
to utilize the CLIP model to generate better prior guidance.
Finally, in this paper, we propose Prior Information Gen-
eration with CLIP (PI-CLIP), a training-free CLIP-based
approach, to extract prior information to guide the few-
shot segmentation. Specifically, we propose two kinds of
prior information generation, the first one is called visual-
text prior information (VTP) which aims to provide accu-
rate prior location based on the strong visual-text alignment
ability of the CLIP model, we re-design target and non-
target prompts and force the model to perform category se-
lection for each pixel, thus locating more accurate target
regions. The other one is called visual-visual prior informa-
tion (VVP) which focuses on providing more general prior
guidance using the matching map extracted from the CLIP
model between the support set and the query image.
However, as a training-free approach, the forced align-
ment of visual information and text information makes VTP
excessively focus on local target regions instead of the ex-
pected whole target regions, the incomplete original global
structure information only highlights local target regions
which reduces the quality of guidance. Based on this, we
build a high-order attention matrix based on the attention
maps of the CLIP model, called Prior Information Refine-
ment (PIR), to refine the initial VTP, which makes full use
of the original pixel-pair structure relationship to highlight
the whole target area and reduce the response to the non-
target area, thus clearly improving the quality of the prior
mask. Note that VVP is not refined to keep its generaliza-
tion ability. Without any training, the generated prior masks
overcome the drawback caused by inaccurate prior informa-
tion in existing methods, significantly improving the perfor-
mance of different few-shot approaches.
Our contributions are as follows:

¢ We rethink the prior information generation for few-shot
segmentation, proposing a training-free strategy based on
the CLIP model to provide more accurate prior guidance

by mining visual-text alignment information and visual-
visual matching information.

* To generate finer-grained prior information, we build a
high-order attention matrix to refine the initial prior infor-
mation based on the frozen CLIP attention maps to extract
the relationship of different pixels, clearly improving the
quality of the prior information.

* Our method has a significant improvement over existing
methods on both PASCAL-5? [42] and COCO-20? [36]
datasets and achieves state-of-the-art performance.

2. Related Work
2.1. Few-Shot Segmentation

Few-shot segmentation aims to generate dense predictions
for new classes using a small number of labeled samples.
Most existing few-shot segmentation methods followed the
idea of metric-based meta-learning [13, 48]. Depending
on the object of the metric, current approaches can be di-
vided into pixel-level matching mechanism [12, 43, 54] and
prototype-level matching mechanism [8, 22, 25, 45, 62].
No matter pixel-level matching or prototype-level matching
mechanism, most recent approaches [19, 33, 50, 55, 57] uti-
lized prior information to guide the segmentation process.
PCN [30] fused the scores from base and novel clas-
sifier to prevent base class bias. CWT [31] adapted the
classifier’s weights to each query image in an inductive
way. PFENet [50] first proposed to utilize prior informa-
tion extracted from pixel relationship between support set
and query image to guide the decoder and designed a mod-
ule to aggregate contextual information at different scales.
PFENet++ [33] rethinked the prior information and pro-
posed to utilize the additional nearby semantic cues for a
better location ability of the prior information. BAM [19]
further optimized the prior information and proposed to
leverage the segmentation of new classes by suppressing
the base classes learned by the model. SCL [57] proposed
a self-guided learning approach to mine the lost critical in-
formation on the prototype and utilize the prior informa-
tion as guidance for the decoder. IPMT [28] mined use-
ful information by interacting prototype and mask to mit-
igate the category bias and design an intermediate proto-
type to mine more accurate prior guidance by an iterative
approach. MM-Former [59] utilized a class-specific seg-
menter to decompose the query image into a single possi-
ble prediction and extracted support information as prior to
matching the single prediction which can improve the flexi-
bility of the segmentation network. MIANet [55] proposed
to use general prior information from semantic word em-
bedding and instance information to perform an accurate
segmentation. HDMNet [39] mined pixel-level correlation
with transformer based on two kinds of prior information
between support set and query image to avoid overfitting.
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Figure 2. Overview of our proposed PI-CLIP for few-shot segmentation. We design a group of text prompts for a certain class to attract
more attention to target regions. The VTP module generates the visual-text prior information by aligning the visual information and text
information with the help of softmax-GradCAM. The VVP module generates the visual-visual prior information by a pixel-level similarity
calculation. The PIR module is proposed to refine the coarse initial prior information. Finally, the original prior information in the existing
few-shot model is directly replaced by VVP and refined VTP, after passing the decoder, the final prediction is generated.

Most recent existing methods utilized coarse masks to
guide segmentation, our approach attempts to generate
finer-grained masks with the help of CLIP models.

2.2. Contrastive Language-Image Pretraining

Contrastive Language-Image Pretraining (CLIP) [40] is
able to map text and image into high-dimensional space
by text-encoder and image-encoder respectively. Trained
on a large amount of text-image data makes the CLIP [15,
40] model has a strong feature extraction capability,
which is used in many downstream applications such as
detection [17], segmentation [24, 44, 56], and so on.
CLIPSeg [32] first attempted to introduce the CLIP model
into few-shot segmentation. However, CLIPseg is more like
to use the CLIP model as a validation method to show the
powerful capability of the CLIP model in few-shot tasks.
In this paper, we design a new prior information generation
strategy using the CLIP model for few-shot segmentation
through the visual-text relationship and the visual-visual re-
lationship to perform a more efficient guidance.

3. Method
3.1. Task Description

Few-shot segmentation aims to segment novel classes by
using the model trained on base classes. Most existing

few-shot segmentation approaches follow the meta-learning
paradigm. The model is optimized with multiple meta-
learning tasks in the training phase and evaluates the per-
formance of the model in the testing phase. Given a
dataset D, dividing it into a training set Dy, and a test
set D;..:, there has no crossover between the class set
Clrain In the training set and class set Ci.q; in the test set
(Cirain N Ciest = 0). The model is expected to trans-
fer the knowledge in Dy, With restricted labeled data to
the Dyesi. Both training set Dyyqi and test set Dyeq, are
composed of support set S and query set (), support set .S
contains K samples S = {51,953, ..., Sk}, each S; con-
tains an image-mask pair {I,, M} and query set () con-
tains NV samples @ = {Q1,Q2, ..., Qn},each Q; contains
an image-mask pair {I,, M,}. During training, the few-
shot model is optimized with training set Dy.q;, by epochs
where the model performs prediction for query image I,
with the guidance of the support set S. During inference,
the performance will be acquired with the test set Dyegy,
and the model is no longer optimized.

3.2. Method Overview

In order to enhance the ability of prior information to lo-
calize target categories as well as to produce more general-
ized prior information, we propose to mine visual-text and
visual-visual information instead of purely visual feature
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similarity to guide the segmentation process. Besides, to
further improve the quality of the prior information to get
finer-grained guidance, we design an attention map-based
high-order matrix to refine the initial prior information by
pixel-pairs relationships, Fig. 2 shows our framework of the
one-shot case with the following steps:

1. Given a support image and a query image with the tar-
get class name, we first input the query image and sup-
port image to the CLIP image encoder to generate corre-
sponding visual support and query features. Meanwhile,
the target class name is used to build two text prompts,
i.e., target prompt and non-target prompt, which are then
input to the CLIP text encoder to generate two text em-
beddings.

2. Then, two text embeddings and the query visual features
are input to the visual-text prior (VTP) module to gener-
ate the initial VTP information by enforcing a classifica-
tion process for each pixel.

3. Meanwhile, the support visual features and query visual
features are input to the visual-visual prior (VVP) mod-
ule where the VVP information is generated through the
pixel-level relationship.

4. After that, we extract attention maps from the clip
model, which are input to our prior information refine-
ment (PIR) module to build a high-order attention matrix
for refining the above initial VTP information.

5. Finally, the original prior information in the existing
method is directly replaced by our VVP and refined VTP
to generate the final prediction for the query image.

3.3. Visual-Text Prior Information Generation

Few-shot Segmentation (FSS) remains one major challenge
that an image might have more than one class, but the model
is required to segment only one class at each episode. This
challenge means that once the prior information is unable to
provide the correct target region, e.g., a true target region is
“dog” but the prior information provides a “cat” region, it
will confuse the FSS model to segment the true target pixels,
especially for the untrained novel class. To correctly locate
target regions, we utilize the visual-text alignment informa-
tion from the CLIP model to produce a new prior infor-
mation called VTP. We innovatively define a group of text
prompts of the target class as a guidance to the model, in
which the target (foreground) text prompts ¢ is defined as
“a photo of {target class}” and the non-target (background)
text prompts ¢ is “a photo without {target class}”.

Based on the designed text prompts, a pixel-level clas-
sification is performed for the query image so as to lo-
cate the true target foreground regions. To force the model
to decide whether one pixel is the target or not, we use
softmax-GradCAM [24] to generate the prior information
using the relationship between the visual and text features.
Specifically, the designed target and non-target prompts,

i.e., “aphoto of {target class}” and “a photo without {rarget
class}”, are sent to the CLIP text encoder to get the high
dimensional text features, represented as FJE and F}. Sup-
pose the query image is I, after passing the CLIP visual
encoder, the query features F, (}’ € RAx(hw+1) after remov-
ing the class token in F?, visual query feature F,, € R4
is generated, then the query token v, is obtained through
global average pooling:

hw
1 .
Vg = ;:1 F,(i),v, € R™*L. (1)

Then classification scores are obtained by performing a
distance calculation between the text features and the query
token after the softmax operation:

T ot

_ vy Fi ;
S; = softmam(m/ﬂ,z e {f,b}, 2

where T represents the matrix transposition and 7 is a tem-
perature parameter. Then the gradient is calculated based
on the final classification score:

1 a8,
m = szj OFy (i, )’ 3)

where w,,, is the weight for m-th feature map of the fore-
ground regions, F7" means the activation value for m-th
feature map and (i, ) means the pixel position.

Finally, the visual-text prior information P,; € R!*h*w
is obtained:

Py = ReLU(D wmF}"), 4)

ReLU means the ReLLU activation function to filter the neg-
ative response. Due to the forced alignment of the seman-
tic information from the visual modal and text modal with
softmax-GradCAM, the generated visual-text prior infor-
mation clearly locates accurate target regions, which avoids
the confusion of the segmentation process.

3.4. Visual-Visual Prior Information Generation

We enforce VTP to make a classification for each pixel
so that it can locate the correct region. However, we ob-
serve that VTP tends to locate a discriminative local region,
e.g., the “head” region of a “dog” rather than the whole re-
gion. To overcome this drawback, we attempt to take advan-
tage of the support information that is naturally present in
few-shot segmentation and get region-larger and location-
rougher prior information to give more generalized guid-
ance to the model.

We design VVP to mine more general target information
by performing matching on the visual-visual relationship
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between the support image feature and the query image fea-
ture. Suppose the support image is I, after passing through
the CLIP image encoder, its high dimensional image feature
is generated and the visual support feature is F¥ € R4*w
(class token is removed). To get more target-focused sup-
port information, we extract the target information from the
support image:

Fs=F sv © M, )

where M, represents the support mask, which is required
to downsample to the same height and width as the feature
map. Then we perform a cosine similarity calculation be-
tween all pixel pairs for f{ € Fs and f] € Fj as:

T rj
wostst g1y = I

AR

For each pixel in F;, the maximum similarity is selected
from all pixels in the support feature as the correspondence
value:

i,j€{0,1,2, ...hw}. (6)

cos(f2, 7). %

P,,(j) = max
v () i,jefl,2,....hw}
After computing all correspondence value by the above
equation, prior information is generated, the values in P,,
are normalized by a min-max normalization to generate the
initial visual-visual prior information, P,, € R!*"*w:

Pyy — min(Pyy)

va = 5 P
max(Pyy,) — min(Pyy) + €

®)

where ¢ is set to 10~7. We utilize the feature from the CLIP
model which contains more reliable semantic information
to acquire the visual-visual prior information, thus match-
ing support information with the query image, the model
can provide more general location information as the prior
guidance.

3.5. Prior Information Refinement

The above prior information is generated by the visual and
textual features extracted from the frozen CLIP weights. As
a training-free method, the representation of the prior infor-
mation can not adaptively guide the model to perform an ef-
ficient segmentation. To generate finer-grained prior infor-
mation that focuses more target regions, we propose a Prior
Information Refinement (PIR) module to refine the initial
prior information. PIR builds a high-order matrix based on
the attention map from the query image, which can accu-
rately build the pixel-wise relationship and retain the origi-
nal global structure information, thus efficiently capturing
spatial information and details of semantics to refine the
prior information. In this way, the refined prior information
pays more attention to the whole target regions and focuses
less on non-target regions.

Specifically, suppose A; € RF**" ig the multi-head
self-attention map generated from CLIP with the i-th block,

to acquire more accurate attention maps for each image, we
first compute the average attention map by:

1
A:Y_Z A, 9)

where [ and n are the block number of the vision trans-
former in CLIP and [ < n. Based on the average attention
map, in order to eliminate as much as possible the influ-
ence of the background region while preserving the intrinsic
structural information, we design a high-order refinement
matrix R € R1P<% follows:

R =max(D,(D- D)), D = Sinkhorn(A),  (10)

where Sinkhorn means Sinkhorn normalization [46] to
aligning data from rows and columns. We then utilize the
refinement matrix R to refine the initial coarse prior infor-
mation from VTP and VVP by:

P,=B®R- P, {iecuvt, o}, (11)

where B is a box mask generated from the prior mask fol-
lowing [24] and ® represents the Hadamard product. We
experimentally found that only refining the visual-text prior
P, is enough since the refinement matrix will make P,; and
P, produce similar responses, which will damage the gen-
eralization of the model. Therefore, we select the refined
text-visual prior and initial visual-visual prior, i.e., Pvt and
P,,, as the final prior information.

Finally, we directly replace the prior information in ex-
isting methods with the concatenation of our visual-visual
prior information P,, and refined visual-text prior informa-
tion f%t, to generate the final prediction.

4. Experiments

Datasets and Evaluation Metrics. @ We utilize the
PASCAL-5% [42] and COCO-20" [36] to evaluate the per-
formance of our proposed method. PASCAL-5? is built on
PASCAL VOC 2012 [7] with the complement of SDS [10]
which is a classical computer vision dataset for segmen-
tation tasks including 20 different object classes such as
people, cars, cats, dogs, chairs, aeroplanes, etc. COCO-
20% is built on MSCOCO [23] consists of more than
120,000 images from 80 categories and is a more challeng-
ing dataset. To evaluate the performance of our proposed
method, we adopt mean intersection-over-union (mloU)
and foreground-background IoU (FB-IoU) as the evaluation
metrics following previous works [19, 39, 50].

4.1. Implementation details.

We utilize HDMNet [39], BAM [19] and PFENet [50] as
the baseline to test our performance. In all experiments on
PASCAL-5% and COCO-20¢, the images are set to 473x473
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Table 1. Performance comparisons with mIoU (%) as a metric on PASCAL-5°, “ours-PI-CLIP (PFENet)”, “ours-PI-CLIP (BAM)” and
“ours-PI-CLIP (HDMNet)” represent the baseline is PFENet [50], BAM [19] and HDMNet [39] respectively.

1-shot 5-shot
Method Backbone — 14— FoldT  Fold2 Fold3 Mean | Foldd Foldl Fold2 Fold3 Mean
SCL (CVPR’21) [57] resnet50 63.0 70.0 56.5 57.7 61.8 64.5 70.9 57.3 58.7 62.9
SSP (ECCV’22) [8] resnet50 60.5 67.8 66.4 51.0 61.4 67.5 72.3 75.2 62.1 69.3
DCAMA (ECCV’22) [43]  resnet50 67.5 72.3 59.6 59.0 64.6 70.5 73.9 63.7 65.8 68.5
NERTNet (CVPR’22) [27]  resnet50 65.4 72.3 59.4 59.8 64.2 66.2 72.8 61.7 62.2 65.7
IPMT (NeurIPS’22) [28] resnet50 72.8 73.7 59.2 61.6 66.8 73.1 74.7 61.6 63.4 68.2
ABCNet (CVPR’23) [53] resnet50 68.8 73.4 62.3 59.5 66.0 71.7 74.2 65.4 67.0 69.6
MIANet (CVPR’23) [55] resnet50 68.5 75.8 67.5 63.2 68.8 70.2 77.4 70.0 68.8 71.6
MSI (ICCV’23) [35] resnet50 71.0 72.5 63.8 65.9 68.3 73.0 74.2 66.6 70.5 71.1
PFENet (TPAMI’20) [50]  resnet50 61.7 69.5 55.4 56.3 60.8 63.1 70.7 55.8 57.9 61.9
BAM (CVPR’22) [19] resnet50 68.9 73.6 67.6 61.1 67.8 70.6 75.1 70.8 67.2 70.9
HDMNet (CVPR’23) [39]  resnet50 71.0 75.4 68.9 62.1 69.4 71.3 76.2 71.3 68.5 71.8
ours-PI-CLIP (PFENet) resnet50 67.4 76.5 71.3 69.4 71.2 70.4 78.2 72.4 70.2 72.8
ours-PI-CLIP (BAM) resnet50 72.4 80.2 71.6 70.5 73.7 72.6 80.6 73.5 72.0 74.7
ours-PI-CLIP (HDMNet)  resnet50 76.4 83.5 74.7 72.8 76.8 76.7 83.8 75.2 73.2 77.2
Table 2. Performance comparisons on COCO-20¢, “ours-PI-CLIP (HDMNet)” represent the baseline is HDMNet [39].
1-shot 5-shot
Method Backbone — 14— Foldl Fold2 Fold3 Mean | Foldd Foldl Fold2 Fold3 Mean
SCL (CVPR’21) [57] resnet50 36.4 38.6 37.5 354 37.0 38.9 40.5 41.5 38.7 39.9
SSP (ECCV’22) [8] resnet101 39.1 45.1 42.7 41.2 42.0 47.4 54.5 50.4 49.6 50.2
DCAMA (ECCV’22) [43]  resnet50 41.9 45.1 44 4 41.7 433 45.9 50.5 50.7 46.0 48.3
BAM (CVPR’22) [18] resnet50 434 50.6 47.5 434 46.2 49.3 54.2 51.6 49.5 51.2
NERTNet (CVPR’22) [27] resnetl101 38.3 40.4 39.5 38.1 39.1 42.3 44 4 44.2 41.7 432
IPMT (NeurIPS’22) [28] resnet50 414 45.1 45.6 40.0 43.0 435 49.7 48.7 479 47.5
ABCNet (CVPR’23) [53] resnet50 42.3 46.2 46.0 42.0 44.1 45.5 51.7 52.6 46.4 49.1
MIANet (CVPR’23) [55] resnetS0 42.5 53.0 47.8 474 47.7 45.9 58.2 51.3 52.0 51.7
MSI (ICCV’23) [35] resnet50 424 49.2 494 46.1 46.8 47.1 54.9 54.1 51.9 52.0
PFENet (TPAMI’20) [50]  resnetl01  34.3 33.0 32.3 30.1 324 38.5 38.6 38.2 343 374
HDMNEet (CVPR’23) [39]  resnet50 43.8 55.3 51.6 49.4 50.0 50.6 61.6 55.7 56.0 56.0
ours-PI-CLIP (PFENet) resnet50 36.1 42.3 37.3 37.7 38.4 40.4 45.6 39.9 38.6 41.1
ours-PI-CLIP (HDMNet)  resnet50 49.3 65.7 55.8 56.3 56.8 56.4 66.2 55.9 58.0 59.1

pixels and the CLIP pre-trained model is ViT-B-16 [40]. For
COCO-20¢, setting higher resolution can get higher perfor-
mance but with more computing cost, the temperature pa-
rameter 7 in VTP is set to 0.01 and the selected layer [ in
PIR is set to 8. For the 5-shot case, we directly concatenate
5 VVP rather than using the average of them as the prior
information. For fair comparisons, other settings like data
augmentation technique, learning rate and optimizer, e.g.,
all follow the corresponding baselines. All experiments are
run on NVIDIA V100 GPUs.

With the help of the accurate visual-text prior informa-
tion and the generalized visual-visual prior information, our
proposed PI-CLIP method can able to reach better perfor-
mance quickly, so PI-CLIP is only trained for 30 epochs
on both PASCAL-5% and COCO-20° which needs less time
than any previous methods and the batch sizes are set to 4 on

1-shot and 2 on 5-shot respectively, the model can perform
better if can be trained for more epochs.

4.2. Comparison with state-of-the-art

Quantitative results. Table 1 shows the performance of
our method and existing state-of-the-art methods for few-
shot segmentation on PASCAL-5¢, our approach greatly im-
proves the performance of the model over the 1-shot task
compared to different baselines and achieves new state-
of-the-art performance, with mIoU increases of 5.9% for
BAM [19] and 7.4% for HDMNet [39]. For the 5-shot seg-
mentation task, our approach outperforms other approaches
by a clear margin, with mIoU gain of 3.8% for BAM [19]
and 5.4% for HDMNet [39], respectively. Besides, we also
experimented by plugging our method into PFENet[50], a
different baseline from BAM [19] and HDMNet [39] that
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Figure 3. Qualitative results of the proposed PI-CLIP and baseline (HDMNet [39]) approach under 1-shot setting. Each row from top to
bottom represents the support images with ground-truth (GT) masks (green), query images with GT masks (blue), baseline results (red),

and our results (yellow), respectively.

does not use a base learner, it can be seen even without the
inhibition of base classes by the base learner, our approach
also improves the mlou of 10.4% and 10.9% for 1-shot and
5-shot tasks respectively. The performance improvement of
the different baseline methods shows that our method is a
plug-and-play module with high flexibility. The main rea-
sons for our success with different approaches are the ac-
curate localization of VTP and the strong generalization of
VVP.

In Table 2, we compare the performance of our approach
and others on COCO-20° dataset. Our approach also ex-
hibits strong performance and achieves new state-of-the-art
performance. Specifically, our approach improves the base-
line by 6.8% and 3.1% mlIoU for 1-shot and 5-shot tasks.

Qualitative results. In order to better show the effect
of our proposed model on the existing methods, we visual-
ize the results of the baseline and our proposed method in
Fig. 3, it can be found that our method (yellow part) has a
much stronger target localization ability than the baseline
(red part), and the bias on the base class is greatly reduced.

Fig. 4 shows the visualization of our proposed VTP and
VVP to help understand the localization capabilities of VTP
and the generalization capabilities of VVP. VTP focuses
more on the accurate target regions, which are localized
in a local region compared to the whole object. VVP, on
the other hand, focuses on larger regions of the target class
than VTP, but the details provided by VVP are tougher than
VTP. Fig. 4 also shows that synchronous refining VVP and
VTP information makes them similar which is harmful to
the generalization of the few-shot segmentation model.

Table 3. Ablation study about our proposed VIP and VVP on
the PASCAL-5", “baseline” represents the HDMNet[39], VTP and
VVP represent the proposed VTP module and VVP module.

baseline VTP VVP mloU (%) FB-IoU (%)
N 71.00 85.86
v v 75.30 86.77
v N v 76.40 87.57

Table 4. Ablation study about our proposed PIR on PASCAL-5,
Pyt and P,, represent the initial information generated by VTP
and VVP, PIR,, and PIR,: represent the refinement on VVP and
VTP.

P,, Py PIR,, PIR,, mloU (%) FB-loU (%)
v v 75.40 86.61
v v v 74.82 86.05
v v v 76.40 87.57
v v v v 75.70 86.93
4.3. Ablation Study

We conduct a series of ablation studies to investigate the
impact of each module on the PASCAL-5% dataset using
HDMNet [39] as the baseline.

Ablation Study on VVP and VTP. The prior informa-
tion has a large impact on the performance of the model,
so we conduct relevant ablation studies to separately verify
the validity of the prior information for the two modules we
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Figure 4. Visualization of the different prior information generated by our proposed method. The left is sampled from PASCAL-5" [42] and
the right is selected from COCO-20" [36]. Each row from top to bottom represents the query image, initial visual-visual prior information,
refined visual-visual prior information, initial visual-text prior information and refined visual-text prior information. The P,, has more
general localization regions and the P,; has more local target regions. With the refinement of the designed high-order matrix, more accurate

prior information can be extracted.

designed. As can be seen in Table 3, VTP yields a perfor-
mance improvement of 4.3% and VVP yields a performance
improvement of 1.1%.

Ablation Study on PIR. In the PIR module we designed
a high order matrix to maintain the structural information of
the original features and used it to refine the initial prior in-
formation, we conduct ablation experiments on the refine-
ment ability of PIR as shown in Table 4. It can be found
that the refinement of PIR using only the VTP information
is able to get an enhancement of 1.0%, but the refinement
of PIR using only the VVP information as prior information
reduces model performance by 0.58%, this is due to the fact
that refining VVP and VTP based on the same matrix will
make them produce a similar response, which will reduce
the generalization of the prior guidance. When both the ini-
tial VVP and refined VTP are used, the model is able to
achieve the highest performance of 76.40%.

5. Conclusion

In this paper, we rethink the prior information for few-
shot segmentation and realize that CLIP is able to achieve
more accurate localization of the target class without further
training. The proposed prior information generation with
CLIP (PI-CLIP) can give more accurate and generalized

prior information which facilitates the segmentation per-
formance. Furthermore, we design two prior information
generation modules, one is VTP which aligns the semantic
information from the visual modal and text modal to gener-
ate accurate prior information, and the other is VVP which
performs a matching on visual feature between support im-
age and query image to mine more useful target information
and give a regionally larger prior information. To extract
more useful information, the PIR module is designed to
refine the initial prior information. Extensive experiments
demonstrate the effectiveness of our proposed module. In
the future, we will explore how to better extract the useful
information from the CLIP model.
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