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Abstract

Video-based person re-identification (relD) aims to re-
trieve person videos with the same identity as a query per-
son across multiple cameras. Spatial and temporal dis-
tractors in person videos, such as background clutter and
partial occlusions over frames, respectively, make this task
much more challenging than image-based person relD. We
observe that spatial distractors appear consistently in a
particular location, and temporal distractors show sev-
eral patterns, e.g., partial occlusions occur in the first few
frames, where such patterns provide informative cues for
predicting which frames to focus on (i.e., temporal atten-
tions). Based on this, we introduce a novel Spatial and
Temporal Memory Networks (STMN). The spatial mem-
ory stores features for spatial distractors that frequently
emerge across video frames, while the temporal memory
saves attentions which are optimized for typical temporal
patterns in person videos. We leverage the spatial and
temporal memories to refine frame-level person represen-
tations and to aggregate the refined frame-level features
into a sequence-level person representation, respectively,
effectively handling spatial and temporal distractors in per-
son videos. We also introduce a memory spread loss pre-
venting our model from addressing particular items only
in the memories. Experimental results on standard bench-
marks, including MARS, DukeMTMC-VideoRelD, and LS-
VID, demonstrate the effectiveness of our method.

1. Introduction

Person re-Identification (reID) aims at retrieving a per-
son of interest from a set of pedestrian images/videos taken
from non-overlapping cameras. Convolutional neural net-
works (CNNs) have made remarkable advances in image-
based person relD [44, 29, 21, 19, 4, 46] over the last
decade. Video-based person relD has recently attracted
increasing attention in accordance with the prevalence of
video capturing systems. Video frames provide rich infor-
mation to specify a particular person, but they often con-
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Figure 1. Examples of (a) spatial distractors that appear frequently
in surveillance videos and (b) prototypes of temporal patterns that
provide important clues to predict temporal attentions.

tain spatial distractors, e.g., trees, bicycles, and concrete
pavers. In particular, person videos, typically cropped by
off-the-shelf object detectors from a whole sequence, also
have temporal distractors, e.g., misaligned persons across
video frames or partial occlusions within a sequence.
Recent video reID methods [18, 5] attempt to tackle
these issues by exploiting spatial and temporal attention
modules, which are useful for extracting person representa-
tions robust to noisy regions (e.g., background clutter) and
temporal variations (e.g., partial occlusions). They, how-
ever, do not consider a global view in a sequence [43, | 1],
suggesting that these approaches may focus on less dis-
criminative parts or video frames. Several works [17, 16,
20, 30, 40, 41] instead propose to use non-local [36] or
graph convolutional networks [13] to capture co-attention
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over frames. They focus on the shared information across
multiple frames to obtain a person representation from a
video, taking into account the temporal context. The co-
attention, however, may concentrate on distracting scene
details or partial occlusions, which are often shared in suc-
cessive video frames, producing an incorrect video repre-
sentation.

We present in this paper Spatial and Temporal Memory
Networks (STMN) to extract person representations robust
to spatial and temporal distractors for video-based person
reID. The main idea is based on the following observa-
tions: 1) Since video sequences are captured by a station-
ary camera, it is likely that they constantly contain back-
ground clutter such as a playfield, a street light, or concrete
pavers in a particular location (Fig. 1(a)); 2) Temporal pat-
terns, e.g., a person of interest disappears at the end of the
sequence (Fig. 1(b) center) or partial occlusions occur in
the first few frames (Fig. 1(b) right), provide crucial clues
to determine which frames we have to focus on (i.e., tem-
poral attentions).

Based on the observations, we propose to exploit two
external memories called spatial and temporal memories.
The spatial memory is trained to store spatial distractors
that frequently appear across video frames, while the tem-
poral memory is trained to memorize attentions which are
optimized for typical temporal patterns in person videos.
At test time, we leverage the memories as look-up tables,
and ease the difficulty of handling the spatial and tempo-
ral distractors from videos of unseen identities. Specifi-
cally, we exploit the spatial memory to suppress features for
distracting scene details from each frame-level person rep-
resentation, and the temporal one to aggregate the frame-
level person representations focusing more on discrimina-
tive frames. We also propose a memory spread loss that
encourages our model to access all items in the memories
during training. We demonstrate the effectiveness of our
method on the MARS [45], DukeMTMC-VideoRelID [38],
and LS-VID [16] datasets. To our best knowledge, this is
an early effort that jointly leverages multiple types of mem-
ories. The main contributions of our work can be summa-
rized as follows:

e We introduce a simple yet effective method for video-
based person relD, dubbed STMN, which extracts a ro-
bust video representation to spatial and temporal distrac-
tors using spatial and temporal memories.

e We propose a memory spread loss that prevents our
model from accessing few items repeatedly, encouraging
all items in the memories to be used.

e We achieve the state of the art on standard video relD
benchmarks. Ablation studies further validate the effec-
tiveness of our method.

2. Related Work

Here, we briefly introduce representative works closely
related to ours, and clarify their differences from ours.

Video-based person reID. The key for video-based relD
is to extract person representations robust to spatial and
temporal distractors. Many methods [22, , 5] pro-
pose to use attention modules for video-based person
reID. QAN [22] uses a temporal attention to aggregate
frame-level features, focusing on discriminative frames.
DRSA [18] and STA [5] additionally use a spatial atten-
tion to suppress features for spatial distractors. They, how-
ever, assign attentions to each frame without consider-
ing whole frames in a sequence, indicating that they may
aggregate less discriminative parts or frames in the se-
quence [43, 11]. Recent methods [17, 16, 20, 30, 40] pro-
pose to use co-attention modules between frames by adopt-
ing non-local [36] or graph convolutional networks [I3].
Specifically, GLTR [16] adds a co-attention module at the
end of backbone CNNs, while M3D [17], STE-NVAN [20]
and COSAM [30] insert multiple co-attention modules into
different levels of backbone CNNSs, to refine frame-level
person representations, considering contextual temporal re-
lations between frames. The work of [40, 41] introduces a
hierarchical co-attention module, dividing frames into mul-
tiple granularities, to capture discriminative spatial and tem-
poral features from different semantic levels. These ap-
proaches highlight shared information between frames, sup-
pressing features from distracting scene details and occlu-
sion, which is useful only when such distractors appear in
a few frames. When similar backgrounds and/or occlusion
are shared across frames, the features from these distrac-
tors are propagated, which rather interferes with retrieving
persons. The works of [24, 39, 49] propose to use recur-
rent neural networks (RNNs) for aggregating frame-level
person representations robust to temporal distractors. The
hidden states of RNNs store the temporal context in pre-
vious frames, and allow to aggregate the person represen-
tations selectively, based on the context. We also exploit
RNNs in STMN, but we do not use them directly to aggre-
gate frame-level representations, which may be suboptimal,
since RNNs do not consider a temporal context in whole
frames (except at the last time step). We instead leverage
RNNSs to encode a temporal pattern of a sequence for ac-
cessing a temporal memory.

Previous works overlook the fact that several scene de-
tails and temporal patterns repeatably appear in surveillance
videos, which may provide important cues to handle spatial
and temporal distractors. STMN stores the scene details and
attentions for the temporal patterns in the spatial and tem-
poral memories, respectively, providing person representa-
tions robust against the spatial and temporal distractors.

Memory network. The work of [37] first introduces
memory networks to handle long-term dependencies for
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question and answering. They, however, require extra su-
pervisory signals to access the memory, and are not able to
be trained end-to-end. The soft addressing technique [32]
addresses these problems by using attention maps to access
the memory. Key-value memory networks [25] propose to
adopt different encodings for accessing and reading opera-
tions, where they address relevant memory items by keys,
and their corresponding values are subsequently returned.
Recently, many computer vision methods exploit memory
networks for, e.g., one-shot learning [1], video object seg-
mentation [26], domain adaptation [48], image coloriza-
tion [42], and anomaly detection [6, 27]. Our work also
leverages memory networks but for recording features for
distracting scene details and temporal attentions. By using
the memory networks, we are able to extract person repre-
sentations robust against spatial and temporal distractors. In
addition, we propose a memory spread loss to penalize our
model when it keeps accessing particular items only, while
other items remain unused.

3. Approach

In this section, we provide a brief overview of our ap-
proach to exploiting spatial and temporal memories for
video-based reID (Sec. 3.1). We then present a detailed de-
scription for a network architecture (Sec. 3.2) and training
losses (Sec. 3.3).

3.1. Overview

STMN mainly consists of three components: an encoder,
a spatial memory (Fig. 2), and a temporal memory (Fig. 3).
For each frame, the encoder extracts a person representa-
tion and two query maps, where each query is used to ac-
cess either spatial or temporal memories. The spatial mem-
ory stores features for scene details, frequently appearing
across video frames, such as street lights, trees, and concrete
pavers. We extract such features from the spatial memory
using the corresponding query map, and use them to refine
the person representation, removing information that inter-
feres with identifying persons. The temporal memory saves
attentions optimized for typical temporal patterns that re-
peatably occur in person videos. We access the temporal
memory with the corresponding query map, and use the
output to aggregate the refined frame-level features into a
sequence-level person representation. We train our model
end-to-end using memory spread, triplet, and cross-entropy
terms.

3.2. Network architecture

Encoder. The encoder takes a video sequence F;|Z | as
an input, where F; is the i-th frame of the sequence, and
L is the total number of frames. We exploit ResNet [7]
cropped at conv4 layer as our backbone network, where
the network parameters are pre-trained for ImageNet clas-
sification [14]. We add three heads on top of the backbone
network to extract feature maps for each frame: a frame-
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Figure 2. The spatial memory takes a person representation f; €
RP*X and a query map g € RP*X of the 4-th frame as inputs.
We access the memory based on the matching probability between
the query feature q; ,, € R” and keys k*, and use the output to
refine the input representation £, € RP. (Best viewed in color.)

level person representation f7, and query maps, ¢} and g,
for accessing the spatial and temporal memories, respec-
tively. Each feature map has a size of D x H x W, where D,
H, and W are the number of channels, height and width,
respectively. We denote by £, q; ., and q  individual
features of size D at position k, where k € {1,2, ..., K}
and K = H x W.

Spatial memory. Frame-level person representations ex-
tracted by the encoder may contain features for distracting
scene details (e.g., trees, concrete paver, bicycles, or cars),
which may prevent distinguishing different pedestrians in
similar scenes. To handle this problem, we refine the frame-
level person representations using a spatial memory (Fig. 2).

The spatial memory has a key-value structure, and con-
tains M items. The values v¢ € RP*M encode distract-
ing scene details over the video sequence, while the keys
k® € RP*M are used to access corresponding values. We
denote by k¥, € RP and v$, € RP each key and value in
the memory, respectively, where n € {1,2,...,M}. The
spatial memory takes a person representation £ € RD*K
and a query map g} € RP*X of the frame F; as inputs.
Since different parts of the input frame may contain distinct
scene details, we access the memory with individual com-
ponents of the input query map, q; , € RP. Specifically,
we compute cosine similarities between the query q ;. and
all keys k® in the memory, resulting in a correlation map of
size 1 x M. We then normalize it as follows:

expl(a3,)T k)
ai,k,n = M TLs \ (1)
an—l exp((ql k) k )

The matching probability a; , ,, represents a likelihood that
the scene detail recorded in the n-th memory item exists in
the k-th position of the ¢-th frame. The memory outputs
a weighted average of values v;, using the corresponding

probabilities a; ; . as follows:
M
S S S
Oi,k = Z ai,k’,nvn’ (2)
n=1
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~, and the person representations fs|Z 1 that are refined by the spatial

memory as inputs. We aggregate the query maps by using global average pooling and LSTM modules, and use the output to address
the memory. The memory outputs temporal attentions o', and the attentions are used to aggregate the frame-level representations into a

sequence-level one. (Best viewed in color.)

where the output of the spatial memory, o} ,., contains unin-
formative features, that interfere with idehtifying persons,
for the k-th position of the ¢-th frame. We use the output
of the spatial memory to refine the person representation as
follows:

£, =, — BN(0; ;). 3)
Motivated by [36], we use a batch normalization (BN) layer
to adjust the distribution gap between outputs from the en-
coder and the spatial memory. Note that our spatial memory
is similar to non-local networks [36] in that they both refine
input features in a residual manner. However, ours is clearly
different from the non-local networks. Keys and values in
our method are external parameters stored in the memory,
and they are updated by backpropagation during training in
order to memorize the scene details. On the contrary, keys,
queries, and values in the non-local networks are computed
from input features, similar to a self-attention method [33].

Temporal memory. The refinement process using the
spatial memory operates on each frame independently,
which is not capable of capturing temporal contexts in video
sequences. This may lead our framework susceptible to oc-
clusion or misalignment between frames. To address this
problem, we propose to use an additional temporal memory
network (Fig. 3).

The temporal memory also has a key-value structure,
and contains N items, where the keys k' € RP*N ep-
code prototypes of temporal patterns that repeatably ap-
pear in person videos, and the values v! € RZ*Y memo-
rize temporal attentions which are optimized for the corre-
sponding temporal patterns. We denote by k!, € R” and
vl € R each key and value in the memory, respectively,
where n € {1,2,...,. N } The temporal memory takes a se-
quence of query maps q' |~ ; and the person representations
refined by the spatial memory f|Z | as inputs. We first en-
code a temporal context of a given sequence, e.g., the oc-
clusion arises in the middle frame, using the query maps.
Concretely, we spatially aggregate the input query maps by
a global average pooling (GAP), and feed them into a long

short-term memory (LSTM) [10] as follows:

5 GAP(qp)]), )

where ' € RP is an output of the last time step, repre-
senting the temporal context of the sequence. We then use
the temporal context q' to access the temporal memory in a
similar way to the spatial one as follows:

C_ exp((@)Tk)
TN exp((q)TK,)

where a!, represents a probability that the encoded temporal
context ' belongs to the temporal pattern stored in the n-
th memory item k!. We synthesize a temporal attention
specific for the given sequence by taking weighted average
over the values with the corresponding probability al, as

follows:
N
= Z ay v, (6)
n=1

where the memory output o' € R” represents the temporal
attention, and 02, the i-th element of the output, indicates
the relative importance of the ¢-th frame in the sequence.
We then apply a softmax function on the temporal attention
o', and use it to aggregate the refined frame-level features f}
as follows:

q' = LSTM(|GAP(q! ), GAP(q}), ..

&)

Z - GAP(f), (7

where 6} = exp(oti)/X:i,:1 exp(o!,), and f' is our final
person representation for the input video sequence Fj|Z ;.
Note that previous methods, e.g., [49, 18, 5, 17, 16, 20,
, 40], decide which frames to focus on during temporal
fusion based on person representations. This may enforce
the representations to encode temporal contexts as well as
identity-related cues, preventing the representations from
being discriminative, particularly when video sequences of
different identities contain similar temporal contexts. In
our framework, on the contrary, person representations are
decoupled from encoding temporal contexts, where query
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Figure 4. Example of matching probability maps for the case when
our model addresses a particular memory item only (left) and the
case when it uses all items in the memory (right). (Best viewed in
color.)

maps ¢ and keys in the temporal memory, k', encode
such contexts. This encourages our model to extract person
representations focusing on information that is useful for
discriminating different identities, leading to performance
gains on the relD task.

3.3. Training loss

We use two terms to train our model end-to-end as fol-
lows:

Liotat = Ls + Lip, ®)

where we denote by Lg and £7p memory spread and iden-
tification losses, respectively. The memory spread term pe-
nalizes our model when it accesses a particular memory
item only, while the identification term allows to extract dis-
criminative person representations from video sequences.
The detailed descriptions of each loss are presented in the

following.

Memory spread term. We denote by AS € REKBXM

and A' € RBXN matching probability maps for the spa-
tial and temporal memories, respectively, in a mini-batch,
where B is the number of sequences in the mini-batch. Note
that we address the spatial and temporal memories LK B
and B times for each mini-batch, respectively. Since we do
not have extra supervisory signals except identification la-
bels, we do not know which key should be matched to the
input query. In this context, our model may address partic-
ular keys continually, while others are left unused (Fig. 4
left). This causes memories to produce similar outputs re-
gardless of input frames or sequences. To address this prob-
lem, we propose a memory spread loss as follows:

M
Ls= Z[ min(a},) — mazx(al,) + a ]+

n=1

©)
+[min(a;,) — maz(a;,) + a4,

where a5, € REEB and a!, € RP are the n-th column vec-
tor of A® and A, respectively, representing matching prob-
abilities of the n-th key in each memory w.r.t all queries in

a mini-batch. min(-) and maz(-) return the minimum and
maximum values of an input vector. The memory spread
loss enforces the minimum and maximum values of aj, and
a!, to differ by at least a pre-defined margin «. This pre-
vents the case when our model keeps addressing a particular
memory item (Fig. 4 left), while encouraging it to access all
memory items during training (Fig. 4 right).

Identification term. Following other person relD meth-
ods [40, 43, 11, 3], we exploit a combination of cross-
entropy and batch-hard triplet [8] terms, with identification
labels as a supervisory signal. The former encourages our
model to learn a person representation f' by focusing on
identity-related cues, while the latter enforces the represen-
tations of the same identity to be closer to each other than
those of different identities in the embedding space. Mo-
tivated by a deep supervision technique [15, 34], we also
use the frame-level representations f{|Z ; to compute the
cross-entropy and triplet losses, where global and temporal
average pooling are used to aggregate frame-level represen-
tations into a sequence-level one.

4. Experiments

In this section, we provide implementation details of
STMN (Sec. 4.1), and show ablation studies and visual
analysis on spatial and temporal memories to validate the
effectiveness of STMN (Sec. 4.2). Lastly, we compare our
method with the state of the art (Sec. 4.3).

4.1. Implementation details

Dataset and evaluation metric. We evaluate our model
on MARS [45], DukeMTMC-VideoRelD [28, 38] (abbrevi-
ated as “DukeV”), and LS-VID [16], following the standard
protocol of each dataset. Note that we do not use PRID [9]
and iLIDS-VID [35] for evaluation, since they contain few
sequences captured with two cameras only. We report cu-
mulative matching characteristics at rank-1 and mean aver-
age precision (mAP) for quantitative comparisons.

Training. We train our model end-to-end for 200 epochs
using the Adam [12] optimizer, where 31 and (35 are set to
0.9 and 0.999, respectively. The learning rate, initially set
to le-4, is reduced by a factor of 10 for every 50 epochs. To
train our model, we randomly choose 8 identities, and sam-
ple 4 sequences for each identity. Following the restricted
random sampling (RRS) strategy [ 18], we then divide each
sequence into L chunks, and randomly choose one frame
from each chunk. We resize input frames into the size of
256 x 128, and augment them with horizontal flipping and
random erasing [47].

Hyperparameter. To set the sizes of spatial and tempo-
ral memories, M and N, the pre-defined margin « in the
memory spread loss, and the length of an input sequence L,
we divide the training set of MARS [45] into two subsets.
Specifically, we randomly divide identities in the training
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MARS DukeV LS-VID

Methods R-l mAP R-1 mAP R-1 mAP
@ Baseline 873 79.1 950 927 716 559
@ +SM (Wlo Ls) 887 81.6 954 93.6 788 64.7
3 +SM 893 825 962 942 79.6 658
@ +TM (who Ls) 885 819 952 933 778 63.0
G5 +TM 89.5 820 954 937 789 644
© +SM+TM (wioLs) 89.1 819 956 939 79.9 654
@ +SM+TM 899 837 96.7 94.6 80.6 66.6

Table 1. Quantitative comparison for variants of our model on
MARS [45], DukeV [38] and LS-VID [16]. Numbers in bold in-
dicate the best performance and underscored ones are the second
best. SM: spatial memory; TM: temporal memory.

Spatial Temporal Spatial Temporal

HH Ii |
00
(a) (b)

Figure 5. Matching probability maps of spatial and temporal mem-
ories, when they are trained (a) without and (b) with the memory
spread loss. We randomly select 10 query features from a gallery
set of MARS [45]. We can see that the memory spread loss en-
courages our model to access all items in the memories. (Best
viewed in color.)

Query features

set into two subsets of sizes 500/125, and use correspond-
ing 7075/1223 sequences as training/validation splits. For
query sequences, we randomly select 200 sequences from
the validation split. For the sizes of memories, we perform a
grid search over (M, N) pairs, where M, N € {5, 10, 20}.
We choose a pair of M = 10 and N = 5 for our final
model, which shows the best result in terms of the mean
and standard deviation of rank-1 accuracy and mAP for five
trials. For the margin o and the sequence length L, we
also use a grid search over « € {0.1,0.3,0.5,0.7,1.0} and
L € {4,6,8,10}, respectively, setting &« = 0.3 and L = 6.
We fix all hyperparameters, and train our model on the train-
ing splits of MARS [45], DukeV [38] and LS-VID [16].
Please refer to the supplementary materials for the details.

4.2. Discussion

Ablation study. We show in Table 1 an ablation study of
our model on MARS [45], DukeV [38], and LS-VID [16] in
terms of rank-1 accuracy(%) and mAP(%). For the baseline,
we use the same network architecture as the encoder, while
removing two heads for query maps, and exploit global and
temporal average pooling to aggregate person representa-
tions. From () and (), we can clearly see that the fea-
ture refinement process using a spatial memory boosts the
relD performance, while (I) and (3) demonstrate that using
a temporal memory for aggregating frame-level represen-
tations gives better results. (3), B, and (7) further show

Figure 6. Top-5 retrieved frames Figure 7. The magnitude dif-
from a gallery set of MARS [45], ference of person represen-
whose query features have high tations before and after the
matching probabilities with a key refinement using the spatial
of the spatial memory. memory.

the spatial and temporal memories are complementary to
each other. Note that LS-VID provides person videos with
more diverse spatial and temporal distractors than the other
datasets. It contains videos of three times larger number of
identities than MARS and DukeV, which are captured under
two times larger number of cameras. Our memories help
the baseline model to handle such distractors, giving the
significant performance gains on LS-VID. The performance
gains by the memories are relatively small on DukeV, since
it contains person videos that are manually annotated by hu-
mans, i.e., with less distractors, where the simple baseline
already gives 95% rank-1 accuracy. By comparing 2) to 3),
@ to (3, and ) to (7), we can see that enforcing our model
to address all memory items during training by a memory
spread loss consistently enhances the performance.

To further verify the effectiveness of the memory spread
loss, we visualize matching probability maps of spatial
and temporal memories on MARS, when the memories are
trained without (Fig. 5(a)) and with (Fig. 5(b)) the loss. We
randomly choose frames or sequences from a gallery set of
MARS, and extract query features, qi’ i and q', from them.
We then compute matching probabilities with keys of the
spatial and temporal memories using Eq. (1) and Eq. (5),
respectively. We can see that the memory spread loss en-
courages our model to leverage all items in the memories,
while preventing it from accessing particular items only.
This enables our spatial and temporal memories to produce
diverse outputs depending on both frame-level scene details
and sequence-level temporal contexts.

Spatial memory. In Fig. 6, we visualize video frames
whose query features q; , have high matching probabil-
ities with randomly chosen keys from the spatial mem-
ory (see Eq. (1)). We can observe that each key retrieves
the video frames that share similar scene details such as a
play field (1st row), a street light (2nd row), or concrete
pavers (3rd row). This verifies that our model accesses
the spatial memory depending on the scene details for each
video frame. The spatial memory aggregates the features

12041



|}
o
{
| = |
- I
| C

Rank-1
Figure 8. Comparison of top-10 retrieval results on the test split
of MARS [45] using the original frame-level features f; (top) and
refined ones f; (bottom). Results with green boxes have the same
identity as the query, while those with red boxes do not. We show
the first frame of sequences for the purpose of visualization. (Best
viewed in color.)

Query

[ [ R 00
Figure 9. Examples of sequences from a gallery set of MARS [45],
whose query features show high matching probabilities with a par-
ticular key in the temporal memory. We also visualize temporal
attentions stored in corresponding values of the memory. (Best
viewed in color.)

for scene details, and we use them to refine frame-level per-
son representations (see Eq. (3)). To see the effect of the
refinement, we visualize in Fig. 7 the magnitude difference
of person representations, overlaid on input images, using
bilinear interpolation, before and after the refinement, i.e.,
{||fis7k||2 — [I£7s, 2|k € H x W}. We can observe that the
differences mainly occur from distracting scene details, e.g.,
concrete pavers, playfield, or street lights, implying that the
memory suppresses features from them. Note that the video
frames in the 1st row of Fig. 7 share the same background
while pedestrians appear in different positions. However,
regardless of the person’s position, the memory removes
features from background clutter. Figure 8 compares re-
trieval results when we use initial person representations f;
(top) and refined ones f (bottom). Note that we use global
and temporal average pooling to obtain the person repre-
sentations, instead of exploiting the temporal memory, to
see the effect of the refinement by the spatial memory. We
can see that the initial representations retrieve person se-
quences of different identities from the query but with sim-
ilar scene details (e.g., a play field). On the other hand, the
refined ones retrieve person sequences with the same iden-
tity as the query correctly, regardless of background clutter
in each frame. This also suggests that the refinement pro-
cess using the spatial memory suppresses information of the
scene details in person representations.

Temporal memory. We visualize in Fig. 9 person se-
quences whose query features q' show high matching prob-

Figure 10. Examples of temporal attentions generated by the tem-
poral memory on the test split of MARS [45]. Note that the se-
quence on the right side of the 3rd row is made by reordering the
sequence on the left side. (Best viewed in color.)

abilities (see Eq. (5)) with randomly chosen keys from
the temporal memory. We also visualize the correspond-
ing values of the memory in the below. We can observe
that each key retrieves the sequences with similar tempo-
ral patterns, e.g., persons disappear at the end of the se-
quence (left) or appear in all frames with similar appear-
ances (right), and the values highlight discriminative frames
in each sequence. This verifies that the keys encode proto-
types of temporal patterns in person videos, and the val-
ues of the memory store temporal attentions which are op-
timized for the corresponding temporal patterns. Note that
we aggregate individual values of the memory with match-
ing probabilities between keys and input query features to
synthesize temporal attentions specific for input person se-
quences (see Eq. (6)). Figure 10 shows examples of the ag-
gregated temporal attentions. When the temporal memory
takes a sequence with less temporal distractors as an input,
the memory generates similar attentions for all frames (1st
row). Namely, the memory works similarly to the temporal
average pooling which fuses video frames with equal prob-
abilities. On the other hand, in case of a sequence with
severe temporal distractors, e.g., misalignments between
frames (2nd row) or occlusions (3rd row), the memory low-
ers attentions for the frames where such variations occur,
suggesting that the temporal memory allows our model to
extract person representations robust to the temporal varia-
tions. Note that we can replace the temporal memory with
multilayer perceptrons (MLPs) by directly regressing atten-
tions from the encoded context ' [18]. To compare this
approach with ours, we use two-layer perceptrons whose
sizes are 2048 x N and N x L, respectively, which makes
the number of parameters the same as ours. We found that
MLP often produce attentions that focus more on few cer-
tain frames, ignoring features from the other frames (see
the last row of Fig. 10), and this leads to large performance
drops, 1.3/1.5 (R-1/mAP) on MARS. The result are similar,
even the size of MLPs increase (e.g., 2048x512 and 512x6).
These show the effectiveness of our approach that predicts
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attentions by discovering repetitive temporal patterns in a
dataset and searching the most relevant patterns to the con-
text of an input video.

4.3. Comparison with the state of the art

We compare in Table 2 STMN with the state of the
art in terms of rank-1 accuracy and mAP on MARS [45],
DukeV [38] and LS-VID [16]. We found that previous
methods compare their performance using different test
strategies. For fair comparisons, we classify them into
two groups, depending on whether they follow RRS or all-
frames strategies for evaluation. The methods, e.g., [18, 20],
which follow the RRS strategy [18], divide an input video
into L chunks of equal length. They then sample the first
frame of each chunk to obtain a sequence of L frames, re-
gardless of the total number of frames. On the other hand,
several works use all frames in an input video by group-
ing them into multiple sequences of length L. They extract
a person representation from each sequence independently,
and average all the representations to represent the input
video. Note that we reproduce TCLNet [| |] and MGH [40]
to evaluate them on the both strategies. Using all frames
in given videos to extract person representations does give
performance gains for TCLNet, MGH, and STMN. This,
however, is far from practical usages in that it runs, e.g., 35
times slower than the RRS strategy on LS-VID, requiring
more than three hours for evaluation using a Titan RTX
2080Ti GPU. Furthermore, the time for searching persons
increases linearly as the number of video frames increases.

From Table 2, we have following observations: 1) On
the RRS setting, STMN sets a new state of the art on the
three benchmarks. The results of STMN using the RRS
even surpass those of previous methods, e.g., COSAM [30],
M3D [17], and GLTR [16] on the all-frames setting. This
suggests that STMN already extracts essential information
for identifying a person with sampled frames only, showing
its efficiency over the previous methods. This characteristic
is crucial for massive surveillance systems which need to
search for a person of interest from lots of videos in a very
short time; 2) DRSA [18] leverages attention modules for
handling spatial and temporal distractors in videos, while
STMN exploits spatial and temporal memories instead.
The performance gap between these two methods demon-
strates the superiority of our framework over the attention-
based method; 3) Co-attention-based methods [20, 16, 40]
may propagate non-discriminative features across frames
when multiple frames share common background clutter
or occlusion. As a result, there are large performance
gaps between these methods and STMN on LS-VID, the
most challenging dataset, which contains sequences cap-
tured under various conditions (e.g., lighting/background
changes, indoor/outdoor changes) with frequent occlusions;
4) TCLNet [11] and MGH [40] are the most recently in-

Methods MARS DukeV LS-VID

rank-1 mAP rank-1 mAP rank-1 mAP
EUG [38] 62.7 425 728 632 - -
SeeForest [49] 70.6 50.7 - - - -
QAN [22] 737 517 - - - -
DRSA [18] 823 658 - - - -
tﬂ/z CSA [2] 86.3 76.1 - - - -

o STE-NVAN [20] 88.9 81.2 95.2 93.5 (72.1) (56.6)
TCLNet [11] (88.5) (80.9) (95.0) (92.8) (75.0) (60.2)
MGH [40] (89.2) (83.4) (95.3) (93.4) (75.3) (58.9)
STMN 89.9 83.7 96.7 94.6 80.6 66.6
COSAM [30] 83.7 772 944 940 - -
STMP [23] 84.4 727 - - 56.8 39.1

% M3DJ[17] 84.4 74.1 - - 577 40.1

E Part-Aligned [31] 84.7 759 - - - -

‘E STA [5] 86.3 80.8 96.0 950 - -

< GLTR[16] 87.0 78.5 96.3 93.7 63.1 443
TCLNet [11] (89.1) (83.4) (96.7) (95.6) (81.0) (67.2)
MGH [40] (89.4) (85.3) (95.0) (94.6) (79.6) (61.8)
STMN 90.5 84.5 97.0 959 82.1 69.2

Table 2. Comparison with the state of the art on MARS [45],
DukeV [38], and LS-VID [16] in terms of rank-1 accuracy(%)
and mAP(%). Numbers in bold indicate the best performance and
underscored ones are the second best. Results in brackets are ob-
tained with the source codes provided by the authors.

troduced video reID methods. They boost the relD per-
formance using a temporal saliency erasing module and a
multi-granular hypergraph, respectively. They, however,
give results worse than STMN on the RRS setting. By
using all frames, they may show comparable results to
STMN, however note that the size of a person represen-
tation is much larger than that of STMN (TCLNet:4, 096,
MGH:5, 120 vs. STMN:2, 048).

5. Conclusion

We have presented a novel video-based person relD
method, dubbed STMN, that extracts robust person repre-
sentations against spatial and temporal distractors in videos.
To this end, we have proposed to exploit two external mem-
ory networks, spatial and temporal memories, to refine
frame-level representations and to aggregate them into a se-
quence one, focusing on discriminative frames. We have
also proposed a memory spread loss that prevents certain
memory items from remaining redundant. We have shown
that STMN achieves state-of-the-art performance on stan-
dard video-based reID benchmarks, and demonstrated the
effectiveness of each component of our method with an ex-
tensive ablation study.
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