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Abstract

Scene understanding under low-light conditions is a
challenging problem. This is due to the small number
of photons captured by the camera and the resulting low
signal-to-noise ratio (SNR). Single-photon cameras (SPCs)
are an emerging sensing modality that are capable of cap-
turing images with high sensitivity. Despite having mini-
mal read-noise, images captured by SPCs in photon-starved
conditions still suffer from strong shot noise, preventing re-
liable scene inference. We propose photon scale-space –
a collection of high-SNR images spanning a wide range
of photons-per-pixel (PPP) levels (but same scene content)
as guides to train inference model on low photon flux im-
ages. We develop training techniques that push images with
different illumination levels closer to each other in feature
representation space. The key idea is that having a spec-
trum of different brightness levels during training enables
effective guidance, and increases robustness to shot noise
even in extreme noise cases. Based on the proposed ap-
proach, we demonstrate, via simulations and real experi-
ments with a SPAD camera, high-performance on various
inference tasks such as image classification and monocular
depth estimation under ultra low-light, down to < 1 PPP.
Project Page: https://wisionlab.cs.wisc.edu/
project/photon-net

1. Scene Inference in Low Light
Over the past decade, deep learning has achieved un-

matched accuracy on several complex, real-world scene in-
ference tasks. As these techniques have matured, a new
axis in the performance space is emerging, driven by appli-
cations (e.g., autonomous navigation), where reliable per-
formance under non-ideal imaging conditions is as impor-
tant as the overall accuracy. In such safety-critical appli-
cations, it is important to consider the worst case perfor-
mance of the vision system to ensure robust all-weather op-
eration. For example, for a vision system to be deployed on
an autonomous car, it must perform reliably across the en-
tire range of imaging scenarios, including night-time and

poorly-lit scenes, and high-speed moving objects, all of
which result in photon-starved images. Even state-of-the-
art inference algorithms tend to fail for such images where
the sensor has simply not collected sufficient light.

The goal of this paper is to develop vision systems that
achieve high accuracy even in ultra low-light, when a cam-
era pixel may receive even less than one photon per pixel. In
such extreme conditions, images captured by conventional
cameras get overwhelmed by noise, causing the signal-
to-noise ratio (SNR) to dip below the threshold required
for downstream inference algorithms to extract meaningful
scene information. We propose a two-pronged approach to
achieve these goals: (a) Leverage a class of highly sensi-
tive single-photon detectors, and (b) Develop inference al-
gorithms that are optimized for low-flux operation.

Single-Photon Sensors: Single-photon avalanche diodes
(SPADs) [31, 37] are an emerging image sensor technol-
ogy that are capable of detecting individual incident pho-
tons with high timing precision. In the past, these sen-
sors were limited to single pixel or low-resolution devices
(e.g., 32x32 pixels), and thus restricted to scientific applica-
tions [5, 33, 4]. But, recently, due to their compatibility with
CMOS fabrication processes, high resolution cameras (up
to 1 MPixel) have been developed based on SPADs [29], as
well as the jots [27] technology. These single photon cam-
eras are capable of capturing sequences of binary frames
with minimal read noise [41], thus opening the possibility of
capturing high-quality images even in low-flux conditions.

High-level Inference on Low-Flux Images: So far, SPADs
have primarily been used for recovering image intensi-
ties [2, 21, 28] and low/mid-level scene information such
as 3D shape [32, 36, 9, 22, 39, 16, 15] and motion [17].
Can we go beyond low-level imaging and signal process-
ing, and develop algorithms for direct, high-level inference
from SPAD cameras? Despite low read noise, the stochas-
tic nature of photon arrival results in considerable shot noise
in single-photon binary frames captured by SPAD cameras.
Although there has been some recent work on joint denois-
ing and classification [25, 26, 12], inference on ultra-low-
light images where each pixel receives less than a photon
on average still remains an intractable problem.
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Figure 1: Inference in Low-Light using Photon Scale-Space. (Top) Photon scale-space is a hierarchy of images, each
with a different flux level, but sharing the same scene content. Successive images in the hierarchy have similar flux, so that
high-flux images can guide the low-flux images during a training procedure. (Middle) We use photon-scale space to develop
a meta network architecture called the photon net, where a network is trained with multiple input images with the same scene
content but with varying noise levels in order to push them together in the feature space. (Bottom) The proposed approach is
modular and versatile, lending itself to a wide range of inference tasks such as classification and depth estimation.

To address this problem, we design inference techniques
based on the notion of guided training, where a high-
quality image is used as a guide for training low-quality
images. This is similar in spirit to the classical guided fil-
tering [18] where a guidance image is used for low-level
image processing tasks, such as denoising [18] and super-
resolution [10]. More recently, the idea of guided train-
ing has been explored in the context of student-teacher
training [14] where a teacher network pre-trained on high-
quality images guides a student network operating on low-
flux images. These approaches rely on underlying similari-
ties in the inputs of the student and teacher networks to aid
the guidance process, and therefore, are not very effective in
the extreme case where the student’s and teacher’s input im-
ages may have a huge difference in the number of photons-
per-pixel (e.g., < 1 vs. > 1000). These images may have
no structural similarity despite representing the same scene.
If the guide and the guidee images have no common content
and features, how can one perform guided training?

Photon-Scale Space: We propose using a hierarchy of
guide images from a wide spectrum of photon levels, each
having the same scene content, but varying number of av-

erage photons-per-pixel (PPP), from as low as PPP ≈ 0.1,
going up to PPP> 100. The key idea is that although all
the images taken together span a large range of SNR val-
ues (including high SNR images at the top which provide
most accurate labels), successive images in the hierarchy
have similar number of photons (and thus, similar features)
so that guidance percolates down effectively to the lowest
levels, to the images with the minimum PPP. We call this
hierarchy of images the photon scale-space (Fig. 1), remi-
niscent of the classical image-size scale-space [24] which is
used in many computer vision algorithms.

Photon-Net Guided Training: Based on photon scale-
space, we propose Photon Net, a meta architecture and
training techniques for performing inference on low-flux
input images (Fig. 1). The key idea is to train a given
network architecture with different images from a photon
scale-space, so that the images having the same scene con-
tent (but different flux level) are trained together leading to
effective guidance from the highest SNR training images
to the low SNR test images. We do this by enforcing fea-
ture consistency for high-level features (e.g., the final fea-
ture vector) of the network. Since frames at different levels
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in the photon scale space share the same scene content, we
encourage similarity of high-level features, despite having
large differences in the low-level image statistics (low/mid-
level features).

We perform empirical analysis on various design choices
for creating the photon scale-space (e.g., the number of
levels), and suggest rules-of-thumb for good performance.
Due to the known forward model of the single photon imag-
ing process (Poisson sampling), the photon scale-space can
be created using images captured from conventional cam-
eras, making the proposed approach amenable to training
using existing large-scale image datasets. We demonstrate,
via extensive simulations as well as real experiments on a
1/8 megapixel SPAD array (SwissSPAD2 [41]), consider-
able (up to 10%) improvement for various inference tasks
in extreme low-light conditions (∼0.1 PPP).

Scope and Implications: The proposed approach is modu-
lar and versatile — it is possible to use a wide range of net-
work architectures, loss functions, and model outputs in the
same framework — thus lending itself to a variety of infer-
ence tasks including low-light image classification and even
regression tasks such as monocular depth estimation in the
dark (Fig. 1). SPADs remain a nascent imaging modality,
and cannot yet directly compete with conventional sensors
which have been optimized over decades. However, given
their sensitivity, high speed and dynamic range [2, 21, 28],
they have the potential to provide capabilities (e.g., vision
in ultra low-light and rapid motion) that were hitherto con-
sidered impossible. This work takes the first steps towards
exploring SPADs as all-purpose sensors capable of not just
low-level imaging, but also high-level inference across a
wide gamut of challenging imaging conditions.

2. Related Work

Single-Photon (Quanta) Sensors: SPADs and jots are two
current major technologies for large single-photon camera
arrays. Jots amplify the single-photon signal by using an
active pixel with high conversion gain [13]. By avoiding
avalanche, jots achieve smaller pixel pitch, higher quantum
efficiency and lower dark current, but have lower temporal
resolution [27]. Although we demonstrate our approaches
using SPADs, the computational techniques are applicable
generally to a single-photon sensors, including jots.

Inference on Single Photon Sensors: Starting with the
early (primarily theoretical) work [6, 7] which proposed the
idea of directly performing computer vision tasks on stream
of photons instead of forming an image, there has been a
growing trend of using quanta sensors for various scene in-
ference applications. This includes high-speed tracking us-
ing quanta sensors [17], and more recently, object identi-
fication [3] and image classification [14]. Our work is a
next step in this direction, providing a general and versatile

approach capable of achieving high performance across a
wide variety of scene inference tasks.
Low-light Classification: There has been a lot of work on
inference in low-light using conventional cameras as well.
The most notable in this line of work are recent approaches
that perform joint denoising and inference on noisy im-
ages [25, 26, 12]. Although such joint denoising and in-
ference techniques outperform conventional sequential de-
noising and inference approaches, they do not have the ben-
efit of effective guidance from high SNR images, and thus
are unable to achieve high performance in extreme low-light
conditions (∼ 0.1 PPP).
Image-size Scale Space: A recent work [43] proposes tech-
niques that use image-size scale space, i.e., images at mul-
tiple resolutions, for designing pose estimation techniques
that can perform well for very low resolution images. We
borrow numerous insights from this work, as we create pho-
ton scale-space and photon net family of architectures for
inference on very low-light images.

3. Passive Single Photon Imaging Model
For a single photon camera, the number Z(x, y) of pho-

tons arriving at pixel (x, y) during an exposure time of
τ seconds is modeled as a Poisson random variable [44],
whose distribution is given as:

P{Z = k} =
(ϕτη)ke−ϕτη

k!
, (1)

where ϕ(x, y) is the photon flux (photons/seconds) incident
at (x, y), and 0 ≤ η ≤ 1 is the quantum efficiency of the
pixels. In the binary mode, each pixel detects at most one
photon during the exposure time and returns a binary value
B(x, y) such that B(x, y) = 1 if Z(x, y) ≥ 1; B(x, y) = 0
otherwise.1 Due to the randomness in photon arrival, the bi-
nary measurements B(x, y) are also random variables with
Bernoulli distribution:

P{B = 0} = e−(ϕτη+rqτ),

P{B = 1} = 1− e−(ϕτη+rqτ)
(2)

where rq is the dark count rate (DCR), which is the rate of
spurious photon detections.
Sources of Image Noise: Conventional sensors measure in-
cident photons as analog current, which is then converted to
a discrete number. This analog-to-digital conversion (ADC)
results in a fixed read noise per frame, which leads to low
signal to noise ratio (SNR) in dark scenes. In contrast, SPCs
directly measure the photon counts, skipping the intermedi-
ate ADC, thereby avoiding read noise.

1After each photon detection, a SPAD pixel experiences a dead time
during which it cannot detect any further photons [38]. For modern SPAD
pixels, the dead time is significantly smaller than the exposure time τ , and
therefore is not considered in the following analysis.
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Although SPCs have minimal read noise, binary frames
still have extremely low signal-to-noise ratio (SNR) in low
flux environments due to shot noise. Fig. 1 shows an exam-
ple of a clean image, with the corresponding binary image
(S1). The shot noise in the binary image (Eq. 2) causes ex-
treme degradation. While it is possible to increase the SNR
by temporally averaging a large number of binary frames,
this approach is not applicable in the presence of scene /
camera motion due to motion blur or large computational
requirements of motion compensation algorithms [8, 28].
This raises the following question: Is it possible to ex-
tract meaningful scene information from a single (or a small
number of) single-photon binary frames?

4. Photon Scale Space
To address this question, we develop a guided training

approach, where high SNR images act as a guide for train-
ing low SNR images. To facilitate such guided training, we
propose the concept of photon scale-space, a hierarchy of
guide images with varying flux levels, but each having the
same scene content. The key idea is that although all the
images taken together span a large range of SNR values (in-
cluding high SNR and most informative images at the top),
successive images in the hierarchy have similar SNR lev-
els (and thus, similar features) so that guidance percolates
down effectively to the lowest levels.
How to generate a photon scale space? Consider a ‘clean
image’ as captured by a camera in high-flux conditions.
Assuming the pixel intensities in the clean image to be
the ground-truth flux values for the corresponding scene
points2, we can generate multiple stochastic binary images
as captured by a single photon camera using the image for-
mation model described in Section 3. Assuming the scene
is stationary, i.e. there is no motion between binary frames,
we can simulate a series of images with different flux lev-
els by summing a sequence of N binary frames (for various
values of N ) to get N-sum images (SN ), defined as follows:

Definition 4.1 (N-Sum image SN ). The average of N bi-
nary frames

SN (x, y) =

N∑
i=1

Bi(x, y) . (3)

Using the definition of N-Sum images, we define Pho-
ton Scale Space as a hierarchy of images with successively
higher flux levels as follows:

Definition 4.2 (Photon Scale Space PSS(K,L, n)). A set
of n N-Sum images, starting from the lowest-SNR image
SK (noisiest), to the highest-SNR image SL, with K < L.

2In general, the pixel intensities have a non-linear relationship to in-
cident flux due to sensor’s radiometric response and image compression
algorithms. Although we do not explicitly model these effects, they can be
accounted for in the following discussion.

We choose the parameters (K,L, n) so that the im-
ages span a large gamut of SNR levels (i.e., K ≪ L).
The choice of the number of levels n presents a trade-
off: To ensure effective guidance from high SNR to low
SNR images, the successive images in the hierarchy should
have similar flux levels, thus requiring a large n. On the
other hand, a large n would increase computational cost
of the training algorithms. In our implementations, we
choose images with N increasing as a geometric series
N ∈ [K,K(L/K)

1
n−1 ,K(L/K)

2
n−1 ..., L] so that the ap-

proximate ratio of the flux level between successive images
is a constant. We round the values of N to the nearest inte-
ger if it is a fraction.

For instance, suppose we want to train inference models
for S1 images (1 binary frame), but use high flux images up
to S256 (256 binary frames) for guidance during training.
The photon scale space for this setting with, say, 5 levels
would consist of S1,S4,S16,S64 and S256 images. Fig. 1
shows an example of images from photon scale space with
K = 1, L = 256 and n = 5, thereby spanning a broad
range of SNR levels, while ensuring that successive images
have similar SNR and features.

What is the range of flux values spanned by a photon
scale space? Since each binary frame is independent, the
expected value of the sum image SN (x, y) is:

E[SN (x, y)] = N ∗ E[B(x, y)]

= N(1− e−(ϕτη+rqτ)) .
(4)

The maximum likelihood estimate (MLE) of the incident
flux (ϕ) is therefore given as

ϕ̂(x, y) = − ln(1− S(x, y)/N)/τη − rq/η . (5)

This non-linear relationship between S (number of photons
detected by the camera), and ϕ (number of photons incident
of camera) has an asymptotic behavior [28, 2] — SN keeps
increasing with increasing number of incident photons ϕ,
allowing us to span a large range of incident flux levels in
the photon scale space, even with a finite range of N values.

5. Guided Training with Photon Scale Space
In this section, we design a guided training technique

that leverages photon scale space images for developing
high-performance low-light inference algorithms.

Photon Net: The key enabling component of the proposed
technique is a meta architecture called Photon Net that uses
photon scale space images as input, along with a feature
consistency loss that encourages similar feature representa-
tions for all the images belonging to the same photon scale
space (thus having the same scene content), despite having
a large variation in brightness levels.
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Fig. 1 shows the overview of the architecture, which con-
sists of several identical network branches. During training,
each branch takes as input an image from the photon scale
space with a certain PPP level (ranging from low SNR to
high SNR images). All the branches are trained with shared
weights, so that gradient updates from high PPP branches
can guide low PPP branches. In order for high SNR images
to act as a guide to low SNR images, all the photon scale
space images with different PPP levels from the same origi-
nal image are trained together by sampling them in the same
mini-batch. Since, the weights are shared, there is no addi-
tional overhead of network parameters as we do not keep
multiple copies of the network.
Encouraging Feature Consistency: In order to encourage
consistency in the learned feature representations for differ-
ent inputs of the network (images with the same scene con-
tent but different noise levels), we use feature consistency
loss during training. It is possible to use a variety of loss
functions such as contrastive loss, L2, or L1 loss for consis-
tency. In our implementation, we used an L2 loss function
(Mean Squared Error loss), to push features from the same
image with different PPP levels closer to each other.

LMSE({xi}) =
1

N

∑
i,j

∥φ(xi)− φ(xj)∥22 (6)

where {(xi)} is set of all training images, N is the total
number of training pairs in the mini-batch with same scene
content (i.e. xi and xj are images from the same original
image with different PPP level) and φ(.) is the feature out-
put from network. We use feature vector from the final layer
of the CNN (after global pooling layer) as our feature rep-
resentation.

Overall loss function is the combination of LMSE and
the primary loss function for the inference task. For the
case of image classification: Loverall = LCE + λLMSE ,
where LCE is cross entropy loss and λ is the weighting fac-
tor to control the contribution of both losses. Please see the
supplementary report for details.

6. Applications: Low-Light Scene Inference
The guided training approach based on photon scale

space and photon net is modular since it is possible to use
a wide range of network architectures, loss functions, and
tasks in the same framework (Fig. 1). We demonstrate
the effectiveness and versatility of the proposed techniques
via two low-flux inference tasks: image classification and
monocular depth estimation.

6.1. Image Classification

Datasets: We first show the performance of our approach
using simulated images using two datasets: CUB-200-2011
image classification dataset [42] and CARS dataset [23].

1334
1208
6989
2999
16127

Clean Images

Binary Images (S1)

10-Sum Images (S10)

Figure 2: Simulated Single-Photon Images: Clean im-
ages and simulated noisy images from CUB-200-2011 and
CARS-196 dataset. SPCs captures sequence of binary im-
ages like (S1) with heavy shot noise. 10-sum images (S10)
are average of 10 binary images.

CUB-200-2011 is commonly used for fine-grained image
classification benchmarks and consists of 200 species of
birds with 5,994 training images and 5,794 test images. The
CARS dataset contains images of 196 classes of cars (with
different make, model and year) with 8,144 training images
and 8,041 testing images.

We generate sequences of binary frames from the origi-
nal images in the dataset (images captures by CMOS cam-
eras) for training using the image formation model in Equa-
tion 2. ϕτη in the model corresponds to the poisson pa-
rameter for the model. We assume η ∗ τ = 1/1000 to
be constant for the dataset to simulate low flux setting and
ϕ proportional to pixel value of original image. We then
sum N binary frames together to generate SN images for
the complete dataset. Figure 2 shows sample clean images
from the dataset and sample noisy images generated using
imaging model for Single Photon Cameras.

Comparisons and Baselines: We compare our method
with two approaches that are designed for inference on
low-SNR images. Our baseline approach is Joint Denois-
ing [12], which uses a denoiser for noisy images coupled
with a conventional image classification architecture. Both
denoiser and classifier are trained together on noisy data
(Fig. 3a), with a combined loss consisting of cross entropy
loss for the classification and mean squared error for the
denoiser. We also compare our method with the Student-
Teacher learning approach [14] where clean images are
used to train a fixed teacher network and noisy images are
used for training the student network (Fig. 3b). This ap-
proach encourages consistency between feature representa-
tion of clean image and noisy images by minimizing a mean
squared error between the feature outputs of the student and
the teacher networks. For more comparisons, please refer
to the technical report.

Experiments: We perform all of our experiments with
ResNet-18 [20] as the backbone architecture provided by
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Figure 3: Comparison of Architectures with Existing
Approaches for Low-Light Inference: (a) Joint Denois-
ing consists of a denoiser jointly trained with an inference
network. (b) Student Teacher Learning uses a fixed teacher
model trained on clean images and a trainable student model
for noisy images. (c) Photon Net (Ours) uses multiple im-
ages with different PPP level as input to the network. Differ-
ent branches of network corresponds to different PPP levels,
and all branches share weights with each other. A loss func-
tion such as mean squared error between feature representa-
tions is used to push images with different PPP level closer
to each other in feature space.

Pytorch [34] for all the baselines. As shown in Figure 3,
output of global pooling layer of size 512 is used as our fea-
ture extractor. We choose 5 levels of Photon Scale Space
images for training Photon Net in our experiments. This
choice of number of levels is analysed later in the paper as
part of an ablation study. All photon scale space images cor-
responding to the same image are sampled together in the
same minibatch during training. We initialize our network
with pre-trained weights from the model trained on clean
images. Stochastic gradient descent with momentum opti-
mizer with momentum as 0.9, base learning rate of 0.1 with

cosine decay and batch size of 80 is used for fine-tuning.

Results and Implications: Table 1 shows the results of
our approach on CUB-200-2011 and CARS-196 dataset for
different illumination levels. The proposed approach signif-
icantly outperforms Joint Denoising since denoising in the
image space is not very effective for extreme noise levels
(e.g., PPP < 0.1). With as few as ∼ 0.1 Photons Per Pixel,
our approach is able to get top-1 accuracy comparable to
what conventional denoising approaches can achieve with
1 Photon Per Pixel (1 magnitude higher). Student Teacher
Learning performs better than Joint Denoising as it enforces
feature consistency between noisy and clean images. How-
ever, since it uses a fixed teacher network with only clean
images, the guidance is not as effective. Photon Net trains
a wide gamut of SNR images together in the same network
with noisy images.

Ablation Study: We study the effect of the parameters of
the Photon Scale Space (PSS) on the performance by vary-
ing the number of levels of PSS during training. We start
with 2 levels of PSS (only noisy and clean image) and in-
crease up to 9 (noisy, clean and 7 more intermediate levels).
Fig. 4 shows results of image classification on S1 test im-
ages of CUB-200-2011 and CARS-196 dataset. For these
datasets, the performance of the model increases with in-
creasing number of PSS levels, but saturates around 5 lev-
els, thus informing the choice of parameters in our experi-
ments. An important next step is to perform a similar em-
pirical analysis for a wider range of datasets and tasks.

6.2. Monocular Depth Estimation

We also show the application of our approach to monoc-
ular depth estimation, a regression task.

Depth Estimation Overview: For this application, we use
the DenseDepth [1] base architecture, consisting of an En-
coder and a Decoder. The Encoder is a deep CNN (ResNet-
34 pretrained on ImageNet [11]) which extracts the feature
maps and the Decoder is a series of upsampling layers with
skip connections to construct the depth map from the feature
maps. Loss function used is a combination of point-wise L1
loss and Structural Similarity loss between predicted and
ground truth depth values. We use the same training proce-
dure as described in [1].

Photon Net training for Depth Estimation: We train our
Depth Estimation architecture with photon scale space im-
ages. Mean Squared Error Loss is used for feature consis-
tency of the feature outputs of the images from different
PPP levels. We use output of the Encoder network (after
global pooling layer) for our feature representation. We pro-
vide more details on the architecture in the technical report.

Experiments and Results We evaluate our approach on
NYUV2 dataset [40]. Same training and testing split is
used as [1] which includes 50K training and 654 testing
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CUB-200-2011 CARS-196
Test PPP Joint Student-Teacher Photon Net Joint Student-Teacher Photon Net
Data Denoising Learning (Ours) Denoising Learning (Ours)
S1 0.11 27.21 35.43 42.37 34.51 57.81 64.23
S2 0.22 31.33 39.50 48.56 43.14 65.85 70.51
S5 0.53 39.41 44.46 55.19 57.11 71.13 75.23
S10 1.07 44.17 48.08 58.68 65.78 73.51 78.97

Table 1: Image Classification Results: Top-1 Accuracy results on CUB-200-2011 and CARS-196 dataset. Photon Net
outperforms both Joint Denoising [12] and Student-Teacher Learning [14] on all noise levels.

Test DataSet PPP Method δ1 ↑ δ2 ↑ δ3 ↑ rel↓ rms↓ log10 ↓
S1 0.11 Joint Denoising 0.671 0.896 0.967 0.209 1.412 0.087

Photon Net (Ours) 0.713 0.917 0.976 0.183 1.275 0.078
S10 1.07 Joint Denoising 0.763 0.941 0.984 0.162 1.177 0.069

Photon Net (Ours) 0.793 0.953 0.987 0.149 1.104 0.063

Table 2: Monocular Depth Estimation Results: on NYUV2 dataset.

images. We simulate SPC images using the same procedure
described earlier in Section 6.1. The following six standard
evaluation metrics are used:

• average relative error (rel): 1
nΣ

n
p
yp−ŷp

y ,

• root mean square error (rms):
√

1
nΣ

n
p (yp − ŷp)2,

• average (log10) error: 1
nΣ

n
p |log10(yp)− log10(ŷp)| and

• threshold accuracy (δi): % of yp s.t. max(yp

ŷp
, ŷp

yp
) =

δi < thr for thr = 1.25, 1.252, 1.253

where yp is a pixel in depth image y, ŷp is a pixel in the
predicted depth image ŷ, and n is the total number of pixels
for each depth image.

We compare our method with Joint Denoising, which
uses a denoiser with Depth Estimation architecture. Table 2
shows results on NYUV2 dataset and Fig. 5 shows example
depth output results of our approach and the baseline. Pho-
ton Net outperforms baseline approach both qualitatively
and quantitatively for multiple noise levels.

7. Experiments on Real SPAD Images
In order to evaluate the validity of the SPC image simula-

tion model and the proposed approaches on real SPAD im-
ages, we collect a data-set of SPAD images using a SwissS-
PAD2 camera [41] (Fig. 6).
Camera Setup: We operate the camera in the binary mode
where it captures binary frames at a spatial resolution of
512×256 with maximum frame rate at 96.8kHz. Currently,
the sensor is not equipped with Bayer filters, so only gray-
scale (single channel) frames are captured. The captured
images contain hot pixels which we correct in post process-
ing. We capture an image of a black scene to identify the
location of the hot pixels and then filter them by using spa-
tial neighborhood information.
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Figure 4: Effect of Photon Scale Space Parameters on
Inference Performance: Top-1 classification accuracy of
Photon Net on S1 test images (PPP∼0.11) with increasing
number of levels in Photon Scale Space. Performance in-
creases with increasing number of levels in PSS and satu-
rates at 5-6 levels for both datasets.

Clean
Image

Test Image (S10)
[PPP=1.07]

Joint
Denoising

Photon Net
(Ours)

GT

RMSE=1.57 RMSE=1.15

RMSE=0.74 RMSE=0.38

RMSE=0.85 RMSE=0.35

Figure 5: Estimated depth maps: Comparison of depth
maps from Photon Net (Ours) and the baseline on NYUV2
test images S10 (PPP∼1.07).

Dataset: For the dataset collection for image classification
task, we displayed the original RGB images on a moni-
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Figure 6: Camera Setup: SwissSPAD2 board (Left) and
the setup for image capture (Right).

S1 S4 S16 S64 S256

(Low SNR) (High SNR)
 [PPP]     0.127 0.508 8.128 16.256 32.512

Figure 7: Real SPAD images captured from CUB-200-
2011 dataset using the SwissSPAD2 camera.

(27%) Canada Warbler  
(4%)  Red Eyed Vireo

Student Teacher Learning

Photon Net (Ours)
(5%) Canada Warbler

 (29%)  Red Eyed Vireo

(32%)  Brewer Blackbird
(8%)  Common Raven

(11%)  Brewer Blackbird
(51%)  Common Raven

Original RGB Images

(35%)  Common Yellowthroat
(9%)  Hooded Oriole

(8%)  Common Yellowthroat
(56%)  Hooded Oriole

Test Images (S1) [PPP=0.127]

Figure 8: Results with Real SPAD Sensor of image classi-
fication on CUB-200 dataset for S1 test images with predic-
tion probabilities output by both Student Teacher Learning
and Photon Net (Ours). Classification output is highlighted
in red for wrong prediction and green for correct prediction.

tor screen (Dell P2419H, 60Hz) and then captured it using
SPAD sensors. The camera is placed at around 1m distance
from the screen and positioned to cover the display in its
field of view. We selected a subset of images from CUB-
200-2011 dataset (CUB-subset) for the data collection, in-
cluding 3656 training images and 3518 testing images from
a randomly collected subset of 122 categories. Fig. 7 shows
examples of N -Sum images captured by the camera.
Experiments and Results: We follow the same procedure

Test PPP Joint Student-Teacher Photon Net
Data Denoising Learning (Ours)
S1 0.127 13.34 17.54 21.78
S2 0.254 16.57 20.67 26.74
S4 0.508 18.82 24.55 32.33
S8 1.016 21.07 28.34 35.79
S16 2.032 24.91 29.82 39.14

Table 3: Experiments with real SPAD data. Top-1 image
classification results on CUB-subset images captured using
a SPAD camera.

for training as described in Section 6.1. Table 3 shows
results of our approach on real images from SPADs. Al-
though the overall accuracy levels are lower (for all ap-
proaches) than those with simulated images due to the real
images having a lower resolution and only gray-scale inten-
sities (no Bayer filter on the real SPAD sensor), Photon Net
outperforms both baselines on all noise levels.

Fig. 8 shows output probabilities of the predicted classes
with ground truth for a few samples. Even in extreme low-
light conditions with PPP as low as ∼ 0.1, the proposed
photon net approach is able to recover correct class labels.

8. Discussion and Limitations

Low-light inference beyond classification and depth es-
timation: So far, we have demonstrated the benefits of the
proposed approaches for image classification and depth es-
timation tasks. A natural direction is to extend these ideas to
inference models for a larger gamut of image inference and
scene understanding tasks, including object detection [35],
instance segmentation [19] and key-point detection [30]

Inference in high-flux scenarios: Although the primary
focus of this paper is on low-light inference, due to the high
dynamic range capabilities of SPADs [2, 21, 28], the pro-
posed techniques can be adapted for inference in extremely
bright scenes where conventional sensors get saturated.

Inference on time-varying inputs: In their current form,
the proposed approaches assumes static single-frame input.
However, most current single-photon sensors [27, 41] can
capture binary frames at high speeds, up to several thousand
frames per second. A promising future research direction is
to perform inference in the presence of high-speed camera /
scene motion on a temporal sequences of such low bit-depth
frames, while exploiting temporal correlations.
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