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Abstract

We present a novel framework to learn to convert the per-
pixel photometric information at each view into spatially
distinctive and view-invariant low-level features, which can
be plugged into existing multi-view stereo pipeline for en-
hanced 3D reconstruction. Both the illumination condi-
tions during acquisition and the subsequent per-pixel fea-
ture transform can be jointly optimized in a differentiable
fashion. Our framework automatically adapts to and makes
efficient use of the geometric information available in dif-
ferent forms of input data. High-quality 3D reconstructions
of a variety of challenging objects are demonstrated on the
data captured with an illumination multiplexing device, as
well as a point light. Our results compare favorably with
state-of-the-art techniques.

1. Introduction

As one central problem in computer vision and graph-
ics, shape reconstruction in the presence of complex appear-
ance is challenging. At one hand, multi-view stereo meth-
ods [8] usually require a Lambertian-dominant reflectance
for computing reliable view-invariant features. The appear-
ance variation with view or lighting is undesirable, as it
may change the native spatial features on the object, or
specularly reflect the projected pattern from active illumina-
tion [16, 23], leading to difficulties in correspondence com-
putation for shape reconstruction.

On the other hand, single-view photometric stereo [34, 5]
exploits the lighting variations on each pixel and trans-
forms the image measurements into a normal map. While
high-quality details can be recovered, it suffers from low-
frequency shape distortions [20]. Recently, multi-view pho-
tometric stereo [12, 32, 17] accurately integrates the photo-
metric cues from different viewpoints, subject to the geo-
metric constraints across multiple views.

However, photometric stereo techniques are not scalable

*: corresponding author (hwu@acm.org).

to the amount of geometric information in the input data for
3D reconstruction, leading to suboptimal results. When ad-
ditional physical cues such as rapid albedo variations are
present, they cannot be exploited to improve the recon-
struction quality. On the other hand, when the measured
photometric information is insufficient to determine a nor-
mal field, the quality of results from existing approaches
will significantly degrade. Furthermore, related techniques
heavily exploit reflectance properties [17, 18], which hin-
ders the extension to handle more general appearance such
as anisotropic materials.

To tackle the above challenges, we make the key obser-
vation that it is not necessary to use normal as the interme-
diate representation for 3D reconstruction from photometric
measurements. Instead, we propose a novel differentiable
framework, to efficiently transform the per-pixel photomet-
ric information measured at each view, into automatically
learned low-level features, in an end-to-end fashion. The
learned per-pixel features essentially exploit the available
geometric information in photometric measurements, and
can be plugged in existing multi-view stereo pipelines for
further processing tasks like spatial aggregation, resulting in
enhanced geometric reconstruction. Furthermore, our data-
driven framework is highly flexible and can adapt to vari-
ous factors, including the physical acquisition capabilities
/ characteristics of different setups, and different types of
appearance such as anisotropic reflectance, by feeding cor-
responding training data.

The effectiveness of our framework is demonstrated with
a high-performance illumination multiplexing device, on
geometric reconstruction results of a variety of 3D objects
using as few as 16 input photographs per view. Moreover,
the framework is generalized to handle the input data of
conventional photometric stereo with one point light on at
a time (DiLiGenT-MV[17]). Our results compare favorably
with state-of-the-art techniques. We make public the code
and data of this project 1.

1https://svbrdf.github.io/publications/ptmvs/

project.html
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2. Related work
2.1. Multi-view Stereo

These methods [8] first compute low-level features in
multi-view input images, which ideally should be discrim-
inative in the spatial domain, and invariant with respect to
various factors. Next, the correspondences between features
at different views are established, and used to determine
3D points via triangulation. Since the raw measurements
at a single pixel are usually not sufficient to accurately es-
tablish multi-view correspondences, spatial aggregation is
typically performed to incorporate more information from
neighboring pixels.

Excellent results with Lambertian-dominant materials
are demonstrated from photographs taken with even uncon-
trolled conditions [9, 24, 25]. But these methods fail on
textureless objects, as the features across different locations
may be almost identical. Active lighting methods, such
as laser-stripe triangulation [16] or structured lighting [23],
handle such cases by physically projecting spatially distinc-
tive patterns onto the object. Additional physical dimen-
sions like polarization can also be exploited [6]. Recently,
machine learning further pushes the reconstruction qual-
ity, by replacing hand-crafted features with automatically
learned ones [30, 38, 37, 31]. However, for complex ap-
pearance that changes with view / lighting conditions, it is
still challenging to compute distinctive and invariant fea-
tures for 3D reconstruction.

Our work is orthogonal to the majority of work here,
which focuses on processing information in the spatial do-
main. Instead, we focus on the angular domain, by learn-
ing to transform the per-pixel photometric information into
useful features. We employ one existing pipeline for subse-
quent spatial-domain processing, and leave the unified treat-
ment of both domains for future work. It is worth mention-
ing that the work of [36] transforms multi-view images of
a homogeneous isotropic reflectance into a diffuse one, to
reduce the view variance of specular reflections.

2.2. Photometric Stereo

This class of techniques compute an accurate normal
field that can be subsequently integrated into a depth map,
from appearance variations under typically a large number
of different illumination conditions [28]. Starting from the
seminal work of [34] with a Lambertian reflectance and a
calibrated directional light, substantial efforts been made to
extend to handle more general materials [1, 10, 27] and/or
unknown lighting conditions [2, 3, 19].

The closest work to ours is multi-view photometric
stereo. While traditional approaches consider a single
view only, it combines photometric cues at multiple dif-
ferent views to produce a complete 3D shape. An initial
coarse geometry is refined with the normal information, as

in [12, 39, 17]. The depth maps integrated from normal
fields are directly fused to obtain the final result, according
to [32]. And the relationship between a signed distance field
and normals is exploited in [18].

Our work also takes as input photometric information for
3D reconstruction. The main difference is that we do not
use a fixed intermediate representation (e.g., normal), and
instead compute learned low-level features that efficiently
scale to the amount of geometric information available in
the input data. Moreover, inspired by recent work on differ-
entiable reflectance capture [15], our physical acquisition
process can be jointly optimized with the computational
transformation of features.

3. Acquisition Setup
Our main experiments are conducted with a high-

performance, box-shaped lightstage, similar to [15]. Its size
is 80cm × 80cm × 77cm. The sample object is placed on
a digital turntable near the center of the device, and rotated
to different angles for multi-view imaging. A single FLIR
BFS-U3-123S6C-C vision camera captures photographs at
a resolution of 4,096×3,000. We illuminate the sample with
24,576 LEDs on the six faces of the device with polycar-
bonate diffusers attached. The total LED power is about
2,000W, and the pitch of adjacent LEDs is 1cm. We cal-
ibrate the intrinsic / extrinsic parameters of the camera,
as well as the positions, orientations, angular intensity of
LEDs. The rotation angle of the turntable is computed from
printed markers on its surface [7]. Please refer to Fig. 1 for
an illustration.

4. Preliminaries
The following derivations are based on a gray-scale

channel. First, the outgoing radiance B from a surface point
p towards a camera can be modeled as [22]:

B(I;p) =
∑
l

I(l)

∫
1

||xl − xp||2
Ψ(xl,−ωi)V (xl,xp)

f(ωi
′;ωo

′,p)(ωi · np)
+(−ωi · nl)

+dxl. (1)

Here each light l is a locally planar source. xp / np is the
position / normal of p, while xl / nl is the position / nor-
mal of a point on the light source l. ωi / ωo denotes the
lighting / view direction in the world space, and ωi

′ / ωo
′ is

expressed in the local frame of p. Note that ωi =
xl−xp

||xl−xp|| .
I(l) is the intensity for the light l, in the range of [0, 1]. The
array {I(l)} corresponds to a lighting pattern. Ψ(xl, ·)
represents the angular distribution of the light intensity. V
is a binary visibility function between xl and xp. The oper-
ator (·)+ computes the dot product between two vectors,
and clamps any negative result to zero. f(·;ωo

′,p) is a
2D BRDF slice, which is a function of the lighting direc-
tion. In this paper, we employ a standard anisotropic GGX
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model [33] to represent f . Note that our framework is not
tied to the choice of the BRDF model.
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Figure 1: The lighting layout of our setup. A side view of
the setup (left) and the vertical-cross parameterization of all
lights with 4,096 LEDs on each face (right).

As B is linear with respect to I (Eq. 1), it can be ex-
pressed as the dot product between I and a lumitexel c:

B(I;p) =
∑
l

I(l)c(l;p), (2)

where c is a function of the light source l, defined on the
surface point p of the sample object:

c(l;p) = B({I(l) = 1,∀j ̸=lI(j) = 0};p). (3)

Each element of c records a measurement B with one light
on at a time.

5. Overview

We propose a mixed-domain neural network, to physi-
cally encode the photometric information into a small num-
ber of measurements by projecting learned lighting patterns,
and then computationally transform spatially discrimina-
tive and view/lighting-invariant low-level features, on a per-
pixel basis. The procedure is repeated for each pixel in each
image taken at a particular view, resulting in multi-view,
high-dimensional transformed feature maps. These maps
are then post-processed and fed into an existing multi-view
stereo technique to produce the final 3D geometry. Fig. 2
illustrates the process.

While the network is originally designed to work in con-
junction with our lightstage, we will describe how to gener-
alize to handle the input of conventional photometric stereo
in Sec. 7. Note that unlike related work on learning-based
features [30, 37, 31], we choose not to perform spatial ag-
gregation in the network, due to the lack of high-quality,
large-scale databases of 3D objects with complex spatially-
varying appearance.

6. Our Network
6.1. Input/Output

The main input to the network is a physical grayscale
lumitexel at a 3D surface point corresponding to a particu-
lar pixel, representing the maximum amount of information
one can acquire with an illumination multiplexing setup.
The parameterization of a lumitexel is the same as the light-
ing layout (Fig. 1). The other input is the view specification
of the current image, represented as [cos(θ), sin(θ)] for con-
tinuity, in which θ is the rotation angle of the turntable along
its axis. The purpose of adding this extra input is to guide
the network to learn global features that are view invariant.
The output is a high-dimensional feature vector. The exten-
sion to handle RGB input is described in Sec. 7.

6.2. Architecture

Our network consists of two main branches that are de-
signed to exploit different aspects of the input photomet-
ric information. Each branch produces a separate feature
vector. The two vectors are then combined with a linear
fully-connected (fc) layer to generate the final feature. A
graphical illustration is shown in Fig. 3.

The first branch is an intensity-sensitive one. Its first
layer is a linear fc one, whose weights correspond to the
lighting patterns during acquisition. This layer encodes the
physical lumitexel into a small number of measurements.
These measurements, along with the view specification,
then go through 9 fc layers. Finally, a normalization layer
produces a unit feature vector as output for training stability,
as common in feature learning literature [26, 35].

The other branch is designed to be insensitive to the in-
tensity of measurements. Overall its structure is similar to
the first branch, with two major exceptions. First, there is
an additional normalization layer right succeeding the mea-
surements, to encourage the network to focus on photomet-
ric cues that are not related to input intensities. Second, the
input view specification is added 5 layers after the first nor-
malization one, to allow sufficient processing of the mea-
surements.

Our initial attempt is to use the intensity-sensitive branch
only, as it is a straight-forward, end-to-end architecture.
However, the resultant features hardly exhibit variations
along the azimuth angle, as visualized in Fig. 4. Adding
the intensity-insensitive branch helps increase the discrim-
ination power of features (Fig. 4) and reduce the network
loss at the same time (Sec. 8.2).

Note that to physical realize the lighting patterns and
to prevent degradation in the presence of training noise
(Sec. 6.4), we normalize the weights in the first fc layer
of each branch that correspond to a pattern, similar to [15].
During acquisition, each pattern is split into a positive and a
negative one, and scaled by the inverse of the weight of the
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Figure 2: Our pipeline. First, we take photographs of a 3D object under learned lighting patterns at multiple views. For
each pixel at each view, our network transforms its photometric measurements to a high-dimensional feature vector. Next,
dimension reduction is performed on all transformed features across different locations and views, resulting in multi-view
feature maps. Finally, we send these maps as input to a multi-view stereo technique for geometric reconstruction.
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Figure 3: The architecture of our neural network, consisting of a measurement-intensity-sensitive branch and an insensitive
one. For each branch, the input physical lumitexel is converted into a small number of measurements, with a linear fc layer
that corresponds to the lighting patterns used in acquisition. The measurements, along with the view information of the
current photograph, are transformed via a series of non-linear fc layers, before normalized to a unit feature vector. Finally, a
linear fc layer combines the results from the two branches to output the final feature.

maximum absolute value, to fit in the range of [0, 1].

6.3. Loss Function

Ideally, features for multi-view stereo should have the
following properties: (1) the features of the same 3D point
at different views are invariant; (2) the features of two dif-
ferent points are sufficiently discriminative; (3) and it is ef-
ficient to compare two features for matching.

Towards these goals, we define the following loss func-
tion to automatically learn to generate features embedded in
a Euclidean latent space:

L = Lmain + λLreg. (4)

Here Lmain is the term to enforce the distinctiveness and
invariance of features. It is modified from the E1 term pro-

Figure 4: Visualization of learned features, computed on a
synthetic ball with a homogeneous BRDF. For visualiza-
tion, the original high-dimensional features are first pro-
jected to 3D via PCA and then adjusted to the range of
[0, 1] on a per-channel basis. From the left to right, the fea-
tures from the intensity-sensitive / insensitive branch, and
our network that combines the two.

posed in L2-net [31] as:

Lmain = −1

2

(∑
a

log scolaa +
∑
a

log srowaa

)
, (5)
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where the related terms are defined as:

srowij =
exp (dij)∑k
a=1 exp (dia)

, scolij =
exp (dij)∑k

a=1 exp (daj)
. (6)

Note that dij is an entry in a feature distance matrix, con-
structed as follows. For each of k training points, we ran-
domly sample related generative parameters (Sec. 6.4), and
two visible view specifications. Then we compute the corre-
sponding lumitexels at the two sampled views for each point
according to Eq. 3, resulting in {c11, c21, c12, c22, ..., c1k, c2k}.
Here the superscript denotes the view, while the subscript
represents the point. Next, we transform these lumitex-
els using the current network into a set of feature vectors,
as {h1

1, h
2
1, h

1
2, h

2
2, ..., h

1
k, h

2
k}. Following [31], we define

dij = ||h1
i − h2

j ||2. This absolute Euclidean distance is
converted to a relative one in Eq. 6. Note that by minimiz-
ing Lmain, we are essentially maximizing dij for i ̸= j and
minimizing dii, which correspond to the distinctiveness and
invariance properties respectively.

We add a regularization term Lreg =
∑

w ∥w∥2 to the
last layer to avoid overfitting, where w is a weight in that
layer. We use λ = 3 in all experiments.

6.4. Training

Similar to previous work on differential reflectance ac-
quisition [14, 15], we synthesize the training lumitexels by
randomly sampling parameters for evaluating Eq. 3 based
on the GGX BRDF model, including the geometric param-
eters (the 3D position and the local frame), the material pa-
rameters (diffuse/specular albedos and anisotropic rough-
nesses), and a view specification θ. We use θ to transform
the sampled position and local frame, which simulates the
rotation of the turntable during acquisition. Also, we mul-
tiply each measurement with a Gaussian noise (µ = 1,
σ = 1%) during training, to increase the robustness of the
network.

7. Implementation Details
To handle RGB input photographs, for each pixel we ap-

ply the network to its measurements at each channel, and
concatenate the per-channel results as a long vector. For
efficient subsequent processing, dimensional reduction via
principal component analysis (PCA) is performed on all
transformed features across different views. The reduced
dimensional feature maps are then fed to our modified ver-
sion of COLMAP [24, 25], which operates on multi-channel
floating-point input images.

To generalize to the input data in one state-of-the-art
multi-view photometric stereo method [17], we replace the
input of the network with a vector that concatenating all 96
measurements under different lighting conditions. This vec-
tor will be sent as input to both the intensity-sensitive and

insensitive branches. As a result, the original fc layer that
represents the lighting patterns (Fig. 3) is removed.

8. Experiments
Our network is implemented with PyTorch [21] on a

workstation with an Intel Core i9-10940X CPU, 256GB
memory and a GeForce GTX 2080 Ti graphics card. We
first pre-train each branch for 100K iterations in an hour.
After that, we train the complete network for 300K itera-
tions in about 4 hours. The learning rate is set to 10−4. For
each view, we use a total number of 8 photometric measure-
ments, with 5 for the intensity-insensitive branch and 3 for
the sensitive one. This corresponds to 8 × 2 = 16 non-
negative lighting patterns / input photographs per view ( de-
tailed in Sec. 6.2), which takes 15 seconds to capture with
our setup. To scan a 3D object, we rotate the turntable to 24
equally spaced angles (θi = i

242π, i = 0, 1, ..., 23). We use
a feature length of 16 for each color channel. The dimen-
sion is reduced to 4 with PCA before sending to COLMAP.
It takes 1.3 second to transform 1 million features using
the network, and 1.5 hours for our modified COLMAP to
compute a dense 3D point cloud out of transformed feature
maps.

We visualize our transformed per-pixel features at dif-
ferent views in Fig. 5. Our features respect the geomet-
ric variations (e.g., normal changes) as well as the material
discontinuities (e.g., around the ears, eyes and nose of the
fox), both of which are useful for discriminability. On the
other hand, one can observe the reflection of the gap be-
tween LEDs from the photographs (e.g., on the fox’s head
and body). The gaps are inevitable as they are needed for
camera installations. Our feature transform learns to reduce
these adversarial, view-dependent appearance. For compar-
ison, we also visualize the learned local patch descriptors of
L2-Net [31], computed from photographs taken with a full-
on lighting pattern to physically reduce the view/lighting
variance of the appearance. We directly test their network
pre-trained on the Brown dataset [4]. Note that our features
are more view consistent compared with L2-Net, resulting
in more correspondence matches as shown in the next sub-
section.

8.1. Comparisons

Multi-View Stereo. In Fig. 8, we compare the re-
construction results of a number of objects captured with
the lightstage, using our framework against four alterna-
tive methods in multi-view stereo. CasMVSNet [11] is a
state-of-the-art learning-based multi-view stereo technique.
L2-Net [31] learns local features for 3D reconstruction,
while differentiable reflectance capture [15] employs dif-
fuse albedos and normals as invariant geometric features.
For COLMAP [24, 25], we feed multi-view photographs
taken with a full-on lighting pattern. In addition, we test
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Figure 5: Feature comparisons at different views. The top
row are photographs under a full-on lighting pattern. The
second row visualizes the features learned by L2-Net [31]
from the above photographs. Our features are visualized
in the last row, which are more consistent across multiple
views. All high-dimensional features are projected to 3D
for visualization.

Single-view [13] Multi-view [17] Ours

12.8/11.2 28.3/65.0 38.5/83.6

Figure 6: Comparison between single- [13] / multi-
view [17] photometric stereo and our framework with a
lightstage. We show color-coded geometric reconstruction
errors with respect to a ground-truth model. The unit of the
scale bar is mm. Quantitative errors in accuracy / complete-
ness are reported at the bottom.

Table 1: Quantitative evaluation of the reconstruction qual-
ity of different methods (in Fig. 8), in accuracy / complete-
ness (%) at a 1mm threshold.

Ours [11] [31] [15] [24, 25]
Fox 53.1/71.9 41.1/34.2 29.4/20.0 40.2/26.9 39.9/21.3
Cat 38.5/83.6 33.5/23.8 29.7/08.8 28.1/13.1 38.4/05.7

Rooster 65.3/79.8 66.5/60.6 55.8/53.8 56.3/19.8 70.6/23.1
Cup 44.6/98.2 44.6/75.4 34.1/39.2 41.5/34.4 51.4/29.5

another pattern equivalent to four well-spaced point lights
in Fig. 9, to introduce more shading cues for reconstruc-
tion. In all cases, existing work mainly generates 3D points

Single-view [5] Multi-view [17] Ours

24.8/28.4 49.7/79.6 53.5/83.9

Figure 7: Comparison between photometric stereo and our
framework adapted to the input from DiLiGenT-MV. We
show color-coded geometric reconstruction errors. Quan-
titative errors in accuracy / completeness are reported at the
bottom.

around regions with high spatial frequencies. For other re-
gions, reliable correspondences cannot be established due
to the lack of discriminative input information. Our method
produces more complete shapes, as we fully and automat-
ically exploit the photometric information for computing
distinctive and view-invariant features (visualized in Fig. 5).
Please refer to Tab. 1 for quantitative errors measured in ac-
curacy / completeness (%) at a 1mm threshold.

Photometric Stereo. We first compare our network
adapted to the data from the lightstage, against state-of-
the-art single- [13] / multi-view [17] photometric stereo
in Fig. 6. One hundred photographs with different illumi-
nation conditions are fed to both methods as input. To per-
form quantitative error analysis on the reconstructed geom-
etry, we acquire a ground-truth shape, using a structured-
lighting-based handheld industrial scanner [29], with an
accuracy of 0.05mm. In comparison with related work,
our reconstruction result has a lower geometric error, due
to a wider coverage of reliable features correspondences
(cf. Fig. 8).

Next, we compare our network generalized to the in-
put of DiLiGenT-MV (Sec. 7) against photometric stereo
on the Bear object. Our result compares favorably with [5]
and [17]. For [5], the integration of normals accumulates
errors in depth map generation, which are challenging to
correct at a single view. For [17], their quality is sensitive
to the accuracy of initial points, and its depth propagation
is affected by the curvature. This experiment demonstrates
our generalization ability to different input conditions / ac-
quisition setups.

In addition, we compare in Fig. 10 the reconstruction er-
rors of Bear between our framework and multi-view photo-
metric stereo[17], using different number of lighting con-
ditions sampled from DiLiGenT-MV. Our reconstruction
quality is consistently higher, and does not degrade as the
number of lights decreases. Fig. 11 further visualize the
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Figure 8: Comparisons with multi-view stereo methods. The first column are photographs of the physical objects. The second
column to the last are geometric reconstruction results using our learned features, CasMVSNet [11], learned local features
using L2-Net [31], combined results from diffuse albedo / normal maps according to [15], and COLMAP [24, 25] on images
taken with a full-on lighting pattern. Corresponding quantitative errors are reported in Tab. 1.

Figure 9: Reconstruction result using COLMAP [24, 25]
on photographs with 4 point lights, for more shading cues
compared with a full-on pattern. The left image is a photo-
graph, and the right geometric reconstruction. The accuracy
is 34.8% and the completeness is 5.6%.

results. As can be seen from the left two images, the
limited lighting variations are not sufficient to predict reli-
able normals, even using one state-of-the-art learning-based
method [5]. On the other hand, [17] struggles to identify
the azimuth angle in iso-contours, resulting in shape distor-
tions. In comparison, our reconstruction captures the major

4 16 48 96
0.00%

25.00%

50.00%

75.00%

100.00%

Completeness(Ours)
Completeness([17])
Accuracy(Ours)
Accuracy([17])

Figure 10: Comparison of reconstruction accuracy / com-
pleteness of Bear with multi-view photometric stereo [17]
using different number of input lighting conditions, shown
on the x axis.

geometric features of the original object, demonstrating the
ability to efficiently exploit even the highly limited geomet-
ric information available in the input.

Moreover, we test on an object with highly challeng-
ing appearance and shape in Fig. 13. The scanner fails
to produce a useful result, due to the complex light trans-
port over the object surfaces that severely distorts the struc-
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Table 2: The loss Lmain of networks / branches with dif-
ferent parameters. Each corresponding bandwidth is listed
between parentheses.

Inten.-sensitive Branch
Inten.-insensitive

Branch
Our

Network
56.43 (3) 53.98 (6) 55.32 (3) 11.33 (6)
56.85 (3) 53.31 (8) 53.72 (5) 10.33 (8)
53.89 (5) 53.17 (10) 53.72 (5) 9.45 (10)

Figure 11: Comparison with photometric stereo with only 4
input lighting conditions. From the left to right, the ground-
truth normal map, predicted normals using [5], geometric
reconstruction with [17], and our result.

65.1/79.8 64.9/80.2 64.8/77.4

Figure 12: Impact of noise over geometric reconstruction.
From the left to right, we multiply captured measurements
with a a unit mean and a standard deviation of 0% / 1% / 5%
Gaussian noise and show the corresponding reconstruc-
tions. Quantitative errors in accuracy / completeness are
reported at the bottom.

Figure 13: Geometric reconstruction on a challenging ob-
ject with complex geometry and appearance. From the left
to right are our result, the result from a structured-lighting-
based 3D scanner [29], single-view photometric stereo [13],
and a photograph.

tured pattern. For a similar reason, single-view photometric
stereo [13] results in a considerably deviated depth map. As
a comparison, our approach produces a 3D point cloud that
captures the major geometric features of the original object.

8.2. Evaluations

We set the final feature length to 4, after balancing the
reconstruction time and quality. For each branch of the net-
work, we find that using a feature length that is roughly
equal to twice its measurement number strikes a good bal-
ance between the feature distinctiveness and the computa-
tion time. We report Lmain of networks / branches with
different parameters in Tab. 2. Overall the loss decreases
with the increase of the number of measurements (i.e.,
bandwidth). This shows that our framework can exploit
the available input bandwidth to improve the feature qual-
ity. In addition, the effectiveness of adding the intensity-
insensitive branch can be observed, when comparing the
second column with the last, both of which have the same
bandwidth at each row.

Finally, we evaluate the robustness of our features with
respect to measurement noise in Fig. 12. The proposed
framework produces reasonable results, even when a noise
with 5 times the magnitude of its training counterpart is
added, as shown in the figure.

9. Conclusion
We propose a novel framework to automatically and

jointly learn to efficiently measure the physical photomet-
ric information and transform into distinctive and invari-
ant features, which can be plugged into existing multi-view
stereo pipeline for 3D reconstruction. High-quality geo-
metric results are demonstrated over a number of daily ob-
jects with complex apperance, outperforming state-of-the-
art techniques. We hope that our work will inspire interest-
ing future work that combines multi-view and photometric
cues for geometric reconstruction in a unified framework.

The proposed work is subject to a number of limitations.
It does not model the appearance beyond reflectance (e.g,
subsurface scattering), or explicitly handle global illumina-
tion effects like self-shadows or inter-reflections. Moreover,
the current framework requires calibrated, controlled illu-
mination. It would be promising research directions to ad-
dress these limitations, to extend the idea to more general
settings. We are also interested in taking other physical di-
mensions (e.g., polarization / hyperspectral imaging) into
considerations for the extra discriminative power.
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