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Abstract

Learning transferable and domain adaptive feature repre-
sentations from videos is important for video-relevant tasks
such as action recognition. Existing video domain adapta-
tion methods mainly rely on adversarial feature alignment,
which has been derived from the RGB image space. How-
ever, video data is usually associated with multi-modal in-
formation, e.g., RGB and optical flow, and thus it remains a
challenge to design a better method that considers the cross-
modal inputs under the cross-domain adaptation setting. To
this end, we propose a unified framework for video domain
adaptation, which simultaneously regularizes cross-modal
and cross-domain feature representations. Specifically, we
treat each modality in a domain as a view and leverage
the contrastive learning technique with properly designed
sampling strategies. As a result, our objectives regularize
feature spaces, which originally lack the connection across
modalities or have less alignment across domains. We con-
duct experiments on domain adaptive action recognition
benchmark datasets, i.e., UCF, HMDB, and EPIC-Kitchens,
and demonstrate the effectiveness of our components against
state-of-the-art algorithms.

1. Introduction
Recently, domain adaptation has gained a lot of atten-

tion due to its efficiency during training without the need
of collecting ground truth labels in the target domain. Ex-
isting methods have made significant progress in image-
based tasks, such as classification [33, 14, 54, 42], seman-
tic segmentation [16, 53, 56, 31, 38] and object detection
[8, 43, 24, 17]. While several works have sought to extend
this success to video-based tasks like action recognition by
aligning appearance (e.g., RGB) features through adversarial
learning [6, 9, 37], challenges persist in video adaptation
tasks due to the greater complexity of the video data. More-
over, different from the image data, domain shifts in videos
for action recognition often involve more complicated envi-
ronments, which increases the difficulty for adaptation. For

Figure 1. We propose a cross-modal contrastive learning frame-
work for video domain adaptation. Our framework consists of
two contrastive learning objectives: (1) cross-modal contrastive
learning to align cross-modal representations from the same video,
and (2) cross-domain contrastive learning to align representations
between the source and target domains in each modality.

example, the “fencing” action usually happens in a stadium,
but it can happen in other places such as home or outdoors.
Also, different actions can take place under the same back-
ground. Therefore, purely relying on aligning RGB features
can be biased to the background and affect the performance.

In addition to the appearance cue, other modalities such
as motion, audio, and text are considered in (self-)supervised
learning methods on the video data [46, 2, 26, 39]. In
this work, we focus on appearance and motion as the two
most common modalities in the cross-domain action recog-
nition task, in which the motion modality (i.e., optical flow)
is shown to be more domain-invariant (e.g., background
changes) than RGB [36]. As a result, motion can better
capture background-irrelevant information, while RGB can
identify semantically meaningful information under different
camera setups, e.g., camera perspective.

As shown in Figure 1, with two modalities across two
domains, adaptation becomes a task of how to explore the
relationship of cross-modal and cross-domain features, to
fully exploit the multi-modal property for video domain
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adaptation. That is, given either the source video Vs or the
target one Vt, they can be associated to either the appear-
ance feature F a or the motion feature Fm, which results in
four combinations of feature spaces, i.e., F a

s , F a
t , Fm

s , Fm
t .

Thus, the ensuing task is to design an effective adaptation
mechanism for dealing with these four feature spaces. Since
each modality has its characteristics and benefit (e.g., flow is
more domain-invariant and RGB can capture semantic cues),
it is of great interest to enable feature learning across the two
modalities. Our key contribution stems from the observation
that typical adversarial feature alignment schemes used in
e.g. [6, 10] may not be directly applied in the cross-modal
setting. For example, it is not reasonable to directly align the
RGB feature F a

s in the source domain with the flow feature
Fm
s or Fm

t in either domain.
To tackle this issue, motivated by the recent advancements

in self-supervised multi-view learning [50] that achieves
powerful feature representations, we propose to treat each
modality as a view, while introducing the cross-domain video
data in our multi-modal learning framework. To this end, we
leverage the contrastive learning objectives for performing
feature regularization mutually among those four feature
spaces (see Figure 1) under the video domain adaptation
setting. We note that the prior work [36] also adopts a
multi-modal framework, but it focuses on typical adversarial
alignment and a self-supervised objective to predict whether
the RGB/flow modality comes from the same video clip,
without the exploration of jointly regularizing cross-modal
and cross-domain features like our work.

More specifically, our framework is allowed to contrast
features across modalities within a domain (e.g., between
F a
s and Fm

s ) or across domains using one modality (e.g.,
between F a

s and F a
t ). Two kinds of loss functions are de-

signed accordingly: 1) a cross-modal loss that considers each
modality as one view in a video while contrasting views in
other videos from the same domain; 2) a cross-domain loss
that considers one modality at a time and contrasts features
based on the (pseudo) class labels of videos across two do-
mains. There are several benefits of the proposed contrastive
learning-based feature regularization strategies: 1) it is a
unified framework that allows the interplay across features
in different modalities and domains, while still enjoying
the benefits of each modality; 2) it enables sampling strate-
gies of selecting multiple positive and negative samples in
the loss terms, coupled with memory banks to record large
variations in video clips; 3) our cross-domain loss can be
considered as a soft version of pseudo-label self-training
with the awareness of class labels, which performs more
robustly than typical adaptation methods.

We conduct experiments in video action recognition
benchmark datasets, including the UCF [47] ↔ HMDB [27]
setting, and the EPIC-Kitchens [11, 36] dataset. We show
that including either our cross-modal or cross-domain con-

trastive learning objective improves accuracy while com-
bining these two strategies in a unified framework obtains
the best results. Moreover, our method performs favorably
against state-of-the-art domain adaptation techniques, e.g.,
adversarial feature alignment [6, 36], self-learning scheme
[10], and pseudo-label self-training. The main contributions
of this work are summarized as follows.

• We propose a new multi-modal framework for video
domain adaptation that leverages the property in four
different feature spaces across modalities and domains.

• We leverage the contrastive learning technique with
well-designed sampling strategies and demonstrate the
application to adaptation for cross-domain action recog-
nition by exploiting appearance and flow modalities.

• We show the effectiveness of both the cross-modal and
cross-domain contrastive objectives, by achieving state-
of-the-art results on UCF-HMDB and EPIC-Kitchens
adaptation benchmarks with extensive analysis.

2. Related Work
In this section, we discuss existing fully-supervised and

domain adaptation methods for action recognition, as well as
methods on unsupervised learning for video representations.

Supervised Action Recognition. Action recognition is
one of the important tasks for understanding video repre-
sentations. With the recent advancements in deep learning,
early works either adopt 2D [22] or 3D [19] convolutional
networks on RGB video frames, which achieve significant
progress. To improve upon the single-modal framework,
optical flow is commonly used as the temporal cue to greatly
improve the action recognition accuracy [46]. Following
this multi-modal pipeline, several methods are proposed to
further incorporate the long-term temporal context [58, 12]
and structure [52, 66, 57], or extend to the 3D convolutional
networks [4, 51]. Moreover, recent approaches show the
benefit of adopting 1D/2D separable convolutional networks
[52, 63], while other methods [12, 20] focus on improving
the 3D convolutional architecture for action recognition, to
be computationally efficient. Despite the promising perfor-
mance of these methods in a fully-supervised manner, our
focus is to develop an effective action recognition framework
under the unsupervised domain adaptation setting.

Domain Adaptation for Action Recognition. Due to the
convenience of recording videos under various conditions,
there is an increasing demand for developing approaches for
cross-domain action recognition. Previous methods focus on
the setting of cross-domain transfer learning [49, 65, 64]
or tackle the problem of view-point variance in videos
[25, 29, 41, 45]. However, unsupervised domain adaptation
(UDA) for action recognition has received less attention until
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Figure 2. An overview of our cross-modal contrastive learning framework. We use a two-stream network for RGB and flow. Each stream
takes video clips and outputs feature vectors for each domain and modality (F a

s , F
a
t , F

m
s , Fm

t ). For cross-modal contrastive learning, we
add the projection head (h) to learn an embedding where the flow and RGB features from the same video are matched (e.g., h(F a

si), h(F
m
si )).

For cross-domain contrastive learning, we match the cross-domain features of the same class without the projection head (e.g. F a
si , F a

tj ) in
the same modality. For the unlabeled target domain, we use high-confidence pseudo-labels Ŷt to find positive samples in the source domain.

Table 1. Summary of notations.

Notation Meaning
{Vs, Vt} {Source, Target} video clips
F a
s Source appearance feature

Fm
s Source motion feature

F a
t Target appearance feature

Fm
t Target motion feature

h(·) Shared projection head
Ŷt Target pseudo-label

recently. Early attempts align distributions across the source
and target domains using hand-crafted features [3, 67], while
recent deep learning based methods [18, 37, 9, 6, 10, 36]
leverage the insight from UDA on image classification and
extend it to the video case. For instance, approaches [6, 37]
utilize adversarial feature alignment [14, 54] and propose
a temporal version with attention modules. Moreover, self-
supervised learning strategies are adopted by considering the
video properties, such as clip orders [10], sequential domain
prediction [5], and modality correspondence prediction [36]
in videos. Similar to [36], our method also considers the
multi-modal property, but focuses on a different problem
regime. To be specific, we propose a contrastive learning
framework that can better exploit the multi-modality to reg-
ularize the feature spaces simultaneously across modalities
and across domains, which is previously unstudied.

Self-supervised Learning for Video Representation.
Learning from unlabeled videos is beneficial for video rep-
resentations as video labeling is expensive. For instance,
numerous approaches are developed via exploiting the tem-
poral structure in videos [13, 60], e.g., temporal order ver-
ification [34] and sorting sequences [28]. By leveraging
the temporal connection across frames, patch tracking over
time [59] or prediction of future frames [48] also facilitates
feature learning in videos. Moreover, to incorporate the
multi-modal information into learning, RGB frames, audio,

and optical flow are used to align with each other for self-
learning [2, 26, 39, 15, 1, 35, 40]. After the learning process,
such methods are usually served as a pre-training step for the
downstream tasks. In this paper, we study the UDA setting
for cross-domain and cross-modal action recognition, which
involves a labeled source dataset and unlabeled target videos.

3. Proposed Method
In this section, we first introduce the overall pipeline of

the proposed approach for video domain adaptation. Then
we describe individual modules for cross-modal and cross-
domain feature regularization, followed by the complete
objective in a unified framework using contrastive learning.

3.1. Algorithm Overview

Given the source dataset that contains videos {si} ∈ Vs

with its action label set Ys, our goal is to learn an action
recognition model that is able to perform reasonably well on
the unlabeled target video set {ti} ∈ Vt. Since we aim to
investigate an effective way to construct a domain adaptive
model that leverages the benefit of multi-modal information
(i.e., RGB and flow) across domains, we utilize a two-stream
network [36] that takes the RGB and flow images as the
input. As a result, the two-stream network would output
the RGB modality feature F a and the flow modality feature
Fm, which forms four different feature spaces across the
modality and domain, i.e., F a

s , F a
t , Fm

s , Fm
t .

In our contrastive learning framework, we jointly con-
sider the relationship of these four spaces via two kinds of
contrastive loss functions to regularize features as shown in
Figure 1. First, we treat each modality as a view, extract
the RGB/flow features from the same domain (either source
or target), and contrast them based on whether the features
come from the same video, e.g., the cross-modal features
of one video, F a

s and Fm
s , should be closer to each other

in an embedding space than others extracted from different

13620



Figure 3. An overview of cross-modal contrastive learning. We
pull an RGB feature and a flow feature from the same video clip as
positives but push cross-modal features from different video clips.

video clips. Second, for features across the domains, e.g.,
F a
s and F a

t , but within the same modality, we contrast them
based on whether the videos are likely to share the same
action label. To this end, we calculate the pseudo-labels
Ŷt on target videos and form positive/negative samples to
perform contrastive learning. Figure 2 illustrates our overall
framework and Table 2 summarizes the notations.

3.2. Cross-modal Regularization

Motivated by the unsupervised multi-view feature learn-
ing method [50], we treat each modality as a view and form
positive training samples within the same video, as well
as negative samples from different videos. However, the
difference is that we cannot directly apply negative pairing
to all the videos, as in our problem, the videos from two
different domains under the same view could still be largely
different because of the domain gap. Therefore, it would not
be proper to mix source and target videos, and instead, we
form a contrastive objective in each domain separately.

Sampling Strategy. It has been studied that the sampling
strategy is crucial in image-based contrastive learning [21].
Considering videos from one domain in our case, we select
positive training samples from the same video but with dif-
ferent modalities, while sampling the negative ones when the
RGB and flow frames are from different videos, regardless of
their action labels. An illustration of cross-modal sampling
for the source domain is in Figure 3, and a similar strategy
is used for the target domain.

In addition, since one video clip contains many frames,
every time we need to randomly sample a window of con-
secutive frames within a video clip, following the setting in
[10, 36]. To account for the large intra-variation within a
video clip, we do not assume that the RGB and flow modality
need to have the same window of frames. For example, given
a video clip, the RGB frames can be randomly sampled from
the time window t ∼ t+ 15, while the flow frames can be
different, e.g., t + 5 ∼ t + 20. Empirically, we find that

Figure 4. Based on pseudo-labels, we pull source and target features
sharing the same labels but push cross-domain features otherwise.

such a sampling strategy is especially beneficial for our con-
trastive learning objective, which is aware of the variation
within video clips in the embedding space.

Similarity Between Samples. Another important aspect
in contrastive learning is the feature similarity. Taking the
source domain as one example, we have features from RGB
and flow, i.e., F a

s and Fm
s . Since each modality maintains

its own feature characteristic, directly contrasting these two
features may make the negative impact on the feature rep-
resentation and reduce the recognition accuracy. To this
end, given source features Fsi and Fsj from two videos
{si, sj} ∈ Vs, we apply an additional projection head h(·)
in a way similar to SimCLR [7], and then we can define the
similarity function ϕs(·) between samples with a tempera-
ture parameter τ as:

ϕs(F k
si , F

l
sj )k,l∈{a,m} = exp(h(F k

si)
⊤h(F l

sj )/τ). (1)

where {a,m} represents either the appearance (RGB) or
motion (flow) modality.

Loss Function. Based on the aforementioned sampling
strategy and similarity measurement as depicted in Figure 3,
the loss function for the source domain is written as:

Ls
mo = −log

∑
si∈Vs

ϕs(F k
si , F

l
si+)k ̸=l∑

si∈Vs

ϕs(F k
si , F

l
si+)k ̸=l + ϕs(F k

si , F
l
sj−)k ̸=l

,

(2)
where Fsi+ is the positive sample with a different view
(modality) from the same video clip Fsi , while Fsj− is the
negative sample with another view of a different video from
Fsi , regardless of their action labels. Here, we omit the
notation k, l ∈ {a,m} to have a concise presentation.

On the other hand, for videos in the target domain, we
construct another loss Lt

mo similar to (2) with the same
projection head h(·), where the similarity measurement ϕt

between features of target videos {ti, tj} ∈ Vt is defined as:

ϕt(F k
ti , F

l
tj )k,l∈{a,m} = exp(h(F k

ti)
⊤h(F l

tj )/τ). (3)
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Here, to consider individual domain characteristics, we find
that the key is to form the cross-modal loss for each domain
separately, while these two loss functions can still share
the same projection head h1. The projection head helps
to prevent overfitting to this regularization. Without it, the
RGB and flow features would be aligned to be the same,
so that they are not complementary to each other anymore.
Therefore, by combining these two loss functions in each of
the source and target domains (i.e., Ls

mo and Lt
mo), features

within the same video but from different modalities are closer
in an embedding space, which is also served as a feature
regularization on unlabeled target videos.

3.3. Cross-domain Regularization

In addition to the cross-modal regularization introduced
in the previous section, we find that there is a missing connec-
tion between features across domains. To further exploit the
interplay between four feature spaces (F a

s , F a
t , Fm

s , Fm
t ),

we propose to use another contrastive learning objective for
cross-domain samples.

Sampling Strategy via Pseudo-labels. Taking one modal-
ity, RGB, as the example, we consider cross-domain features
of F a

s and F a
t in a similar contrastive learning setup as

described in Section 3.2. Here, an intuitive way to form
positive samples is to find the videos with the same label
across domains. However, since we do not know the action
label in the target domain, we first apply our two-stream ac-
tion recognition model and obtain the prediction score of the
target-domain video. Then, if the score is larger than a cer-
tain threshold T (e.g., T = 0.8 in our setting), we obtain the
pseudo-label of this target sample and sample other source
videos with the same action label from positive samples (oth-
erwise they are negative samples). The procedure for the
RGB modality is illustrated in Figure 4, while a similar way
is used for the flow modality.

Similarity Between Samples. To measure the sample sim-
ilarity in our contrastive objective, we adopt ϕst to calculate
the similarity between cross-domain features:

ϕst(F k
ti , F

k
si)k ∈{a,m} = exp(F k

ti
⊤F k

si/τ), (4)

where the modality k can be appearance or motion in our
work. Note that, for cross-domain feature regularization, in
order to align features, we do not use an additional projection
head h(·) like Section 3.2 or Figure 3 (explained as the
follows).

Loss Function. The corresponding loss function with re-
spect to the sampling strategy (Figure 4) and the similarity

1We empirically find that using two individual projection heads for
each domain produces a similar performance to the one that share the same
projection head, so we use the shared projection head as a way for analyzing
this embedding space later.

measurement ϕst for the RGB modality is defined as:

La
do = −log

∑
ti∈V̂t

ϕst(F a
ti , F

a
si+)∑

ti∈V̂t

ϕst(F a
ti , F

a
si+) + ϕst(F a

ti , F
a
si−)

, (5)

where ti ∈ V̂t is the set of target videos with a more confident
pseudo labels Ŷt. F a

si+ are the positive samples of source
videos si ∈ Vs with the same class label as Ŷt, while F a

si−
are the negative samples with different class labels. Similarly,
when the modality is flow, the loss function is:

Lm
do = −log

∑
ti∈V̂t

ϕst(Fm
ti , F

m
si+)∑

ti∈V̂t

ϕst(Fm
ti , F

m
si+) + ϕst(Fm

ti , F
m
si−)

. (6)

We also note that the choice without using the projection
head h(·) is reasonable as our objectives in (5) and (6) es-
sentially try to make features with the same action labels
closer to each other, which is consistent with the final goal
for performing action recognition.

Connections to Pseudo-label Self-training. Using
pseudo labels on the target sample to self-train the model
is one commonly used approach in domain adaptation
[69, 68, 32]. In the proposed cross-domain contrastive
learning, we also adopt pseudo labels to form positive
samples. However, these two methods are distinct, in terms
of the way that reshapes the feature space.

Given the target video Vt, one can produce a pseudo-label
Ŷt and use it for training the action recognition network
with the standard cross-entropy loss. Therefore, such super-
vision is a strong signal that forces the feature Ft to map
into the space of action label Ŷt, which is sensitive to noisy
labels such as pseudo-labels. On the contrary, using con-
trastive learning with pseudo-labels is similar in spirit to
the soft nearest-neighbor loss [44, 61], which encourages
soft feature alignments, rather than enforcing the hard fi-
nal classification, hence more robust to potential erroneous
pseudo-labels. Similar observations are also presented in
the recent work, which shows that the supervised contrastive
loss [23] is more robust than the cross-entropy loss in im-
age classification. In our case, we utilize such property and
show that cross-domain contrastive learning can be achieved
by using pseudo-labels in video domain adaptation, and is
more robust than pseudo-label self-training. More empirical
comparisons will follow in the experiments.

3.4. A Contrastive Learning Framework

In previous sections, we have introduced how we incorpo-
rate cross-modal and cross-domain contrastive loss functions
to regularize features extracted from RGB/flow branches
across the source and target domains. Next, we introduce
the entire objective.
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Overall Objective. Overall, we include loss functions in
Section 3.2 and 3.3 without using any supervisions, and a
standard supervised cross-entropy loss Lsrc on source videos
Vs with action labels Ys. To obtain the final output from the
two-stream network, we average the outputs from individual
classifiers of RGB and flow branches (see Figure 2).

Lall = Lsrc(Vs, Ys)+

λ(Ls
mo(Vs) + Lt

mo(Vt) + Ldo(Vs, Vt, Ŷt)),
(7)

where λ is the weight to balance the terms. Here, we treat
loss functions in (5) and (6) as one term: Ldo = La

do + Lm
do,

as they are with the same form but using different modalities.
Since all the loss terms are with a similar form, it does
not require heavy tuning on each of them, so that we use
the same λ for cross-modal and cross-domain losses (i.e.,
λ = 1.25 in this paper).
Leveraging Memory Banks. To compute the cross-
modal and cross-domain loss functions, we need to compute
all feature representations summed from video sets Vs and
Vt. However, it is impossible to obtain all the features at
every training iteration. Therefore, we store the features in
the memory banks following [62], i.e., an individual memory
bank for a domain and a modality, totally with four com-
binations Ma

s ,M
m
s ,Ma

t , and Mm
t . Given the features in a

batch (i.e., F a
si , F

m
si , F

a
tj , and Fm

tj ), we pull out features from
the memory banks for positive and negative features (e.g.,
F a
si+ or F a

si− in (5) is replaced by Ma
si+ and Ma

si−). Then,
the memory bank features are updated with the features in
the batch at the end of each iteration. We use a momentum
update δ = 0.5 following [62]:

Ma
si = δMa

si + (1− δ)F a
si . (8)

The other memory banks, Mm
s ,Ma

t , and Mm
t , are also up-

dated in the same way. Using the momentum update also
encourages smoothness in training dynamics [62]. In our
case, during the training process, we randomly sample con-
secutive frames in a video clip. Therefore, by using the
memory banks, our model can also encourage the temporal
smoothness within each clip in feature learning.

4. Experimental Results
In this section, we show performance comparisons on

numerous domain adaptation benchmark scenarios for ac-
tion recognition, followed by comprehensive ablation studies
to validate the effectiveness of our cross-domain and cross-
modal feature regularization. Please refer to the supplemen-
tary material for more results and analysis.

4.1. Datasets and Experimental Setting

We use the three standard benchmark datasets for video
domain adaptation, UCF [47], HMDB [27], and EPIC-
Kitchens [11]. We then show that our method is a general

Table 2. Performance comparisons on UCF ↔ HMDB.
Setting Two-stream UCF → HMDB HMDB → UCF

Source-only [6] 80.6 88.8
TA3N [6] 81.4 90.5
Supervised-target [6] 93.1 97.0

TCoN [37] 87.2 89.1

Source-only [10] 80.3 88.8
SAVA [10] 82.2 91.2
Supervised-target [10] 95.0 96.8

Source-only
√

82.8 90.7
MM-SADA [36]

√
84.2 91.1

Ours (cross-modal)
√

84.7 92.5
Ours (cross-domain)

√
83.6 91.1

Ours (final)
√

84.7 92.8
Supervised-target

√
98.8 95.0

framework to work for different types of action recognition
settings: UCF ↔ HMDB for human activity recognition, as
well as EPIC-Kitchens for fine-grained action recognition in
egocentric videos.

UCF ↔ HMDB. Chen et al. [6] release the UCF ↔
HMDB dataset for studying video domain adaptation. This
dataset has 3209 videos with 12 action classes. All the
videos come from the original UCF [47] and HMDB [27]
datasets, which sample the overlapping 12 classes out of
101/51 classes from UCF/HMDB, respectively. There are
two settings of interest, UCF → HMDB and HMDB → UCF.
We show the performance of our method in both settings
following the official split provided by the authors [6].

EPIC-Kitchens. This dataset contains fine-grained action
classes with videos recorded in different kitchens from the
egocentric view. We follow the train/test split used in [36]
for the domain adaptation task. There are 8 action categories
in the three largest kitchens, i.e., D1, D2, and D3, and we
use all the pairs of them as source/target domains. Note
that, compared to UCF ↔ HMDB, EPIC-Kitchens is more
challenging as it has more fined-grained classes (e.g., “Take”,
“Put”, “Open”, “Close”) and imbalanced class distributions.
We report the top-1 accuracy on the test set averaged over
the last 9 epochs following [36].

Implementation Details. Our entire framework is imple-
mented in PyTorch using 2 TITANXP GPUs. We use an I3D
two-stream network [4] composed of an RGB stream and a
flow stream, where the network is pre-trained on Kinetics
following [10]. During training, we use the same setting as
[10, 36] to randomly sample 16 consecutive frames out of a
video clip. Then each RGB and flow stream takes these 16
frames with a size of 224×224. Each stream is followed by
a fully-connected layer to compute individual output logits.
Then the logits from each stream are averaged to predict
the final class scores. To optimize the entire network, we
use the SGD optimizer with a learning rate of 0.01. We set
the temperature τ = 0.1 and δ = 0.5 for all experiments
following [62]. For UCF ↔ HMDB, we follow the setting
as [10] for batch size, total training epochs, learning rate, etc.
For EPIC-Kitchens, we implement it upon the official code
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Table 3. Performance comparisons on EPIC-Kitchens.
Setting D2 → D1 D3 → D1 D1 → D2 D3 → D2 D1 → D3 D2 → D3 Mean Gain

Source-only 42.5 44.3 42.0 56.3 41.2 46.5 45.5

AdaBN [30] 44.6 47.8 47.0 54.7 40.3 48.8 47.2 +1.7
MMD [33] 43.1 48.3 46.6 55.2 39.2 48.5 46.8 +1.3
MCD [42] 42.1 47.9 46.5 52.7 43.5 51.0 47.3 +1.8
MM-SADA [36] 47.4 48.6 50.8 56.9 42.5 53.3 49.9 +4.4
Ours (modality) 44.3 50.2 49.5 56.6 43.0 48.8 48.7 +3.2
Ours (domain) 47.4 52.8 52.4 56.1 41.7 49.9 50.1 +4.6
Ours (final) 49.5 51.5 50.3 56.3 46.3 52.0 51.0 +5.5

Supervised-target 62.8 62.8 71.7 71.7 74.0 74.0 69.5

Table 4. Ablation study on EPIC-
Kitchens.
Setting Modality Domain Mean Gain

Source-only 45.5

MM-SADA [36]
√

47.9 +2.4
Ours

√
48.7 +3.2

MM-SADA [36]
√

49.4 +3.9
Pseudo-labeling

√
49.0 +3.5

Ours
√

50.1 +4.6

MM-SADA [36]
√ √

49.9 +4.4
Ours

√ √
51.0 +5.5

of [36] but set the batch size as 32 to fit the memory of 2
GPUs and train the model for 6K iterations. The learning
rate decreases by a factor of 10 every 3K iterations.

4.2. Results on UCF ↔ HMDB

We show experimental results for UCF → HMDB and
HMDB → UCF in Table 2, comparing with state-of-the-art
methods — TA3N [6], TCoN [37], SAVA [10], and MM-
SADA [36].

Comparisons with State-of-the-art Methods. In each
group of Table 2, in addition to the result for each method,
we show the “Source-only” model that only trains on videos
in the source domain, and the “Supervised-target” model that
trains on target videos with ground truths, which serves as an
upper bound. We also implement [36] on UCF-HMDB in the
same setup for fair comparisons. Different from the TA3N,
TCoN, and SAVA that only exploit the single modality via
adversarial feature alignment and self-learning schemes, our
method leverages both the RGB and flow modalities in a
domain adaptation framework, which achieves the state-of-
the-art performance. We also notice that our source-only
model performs slightly better than the other source-only
baselines, due to the usage of the flow stream. Despite that
the domain gap is reduced by leveraging the flow modality,
our approach still obtains comparable performance gains
with respect to the source-only model and performs bet-
ter than MM-SADA [36] that adopts the same two-stream
model. For example, on UCF → HMDB, the gain for TA3N
and SAVA is 0.8% and 1.9%, respectively, while our gain is
the same as SAVA and is much higher than TA3N.

Ablation Study. In the fourth group of Table 2, we show
model variants to validate the usefulness of individual com-
ponents in our contrastive learning framework, i.e., cross-
modal and cross-domain feature regularization. From the
results, the two modules consistently improve the perfor-
mance over the source-only baseline. By combining both, it
provides the highest accuracy. Here, interestingly, we find
that the cross-domain module is less helpful than the cross-
modal one. One reason is that on UCF ↔ HMDB, these
two domains already share a high similarity, which reduces
the impact of using the cross-domain loss. However, this

also shows the importance of incorporating the proposed two
modules, in which the cross-modal loss can still provide ef-
fective regularization, even when the domain gap is smaller.
In the next section, we will show a different scenario, where
both modules are important.

4.3. Results on EPIC-Kitchens

We present results on the EPIC-Kitchens benchmark for
domain adaptation [36], including comparisons with state-
of-the-art methods, ablation study, and more analysis.

Comparisons with State-of-the-art Methods. In Table
3, we present several domain adaptation methods, including
distribution alignment via adversarial learning [33], max-
imum classifier discrepancy [42], and adaptive batch nor-
malization [30], and a recently proposed method that uses
a self-learning objective [36]. We note that these results
are reported from [36] using the same two-stream feature
extractor as ours, and they share the same “Source-only”
model and “Supervised-target” upper bound in Table 3. For
fair comparisons, we reproduce results of MM-SADA [36]
using their official implementation and the same computing
resources as ours, and show that our final model performs
better than MM-SADA by 1.1% on average. The results
show the advantages of our contrastive learning framework.
More detailed analysis is provided as follows.

Ablation Study. In Table 4, we ablate the two compo-
nents for our cross-modal and cross-domain loss functions
with other approaches that consider the similar aspect. For
fair comparisons, we use the same two-stream backbone,
implementation, and computing resources for generating
all the results. Considering only modality or domain, our
method consistently performs better than MM-SADA [36],
in which it uses a self-learning module to predict whether
the RGB/flow modality comes from the same video clip and
a typical adversarial learning scheme to align cross-domain
features. Combining these two factors, our method improves
the “Source-only” model the most, which shows the effec-
tiveness of the proposed unified framework using contrastive
learning. In addition, it is worth mentioning that our cross-
domain loss performs better than pseudo-label self-training
by 1.1%, which validates the discussion in Section 3.3 on
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Blue: Source RGB 
Green: Source Flow

Blue: Target RGB 
Green: Target Flow

Red: Source RGB
Black: Target RGB

Red: Source Flow
Black: Target Flow

Each color represents one 
category

(a) (b) (c) (d) (e)

Figure 5. t-SNE visualization on cross-modal and cross-domain features after the projection head h(·) on UCF → HMDB, i.e. h(F a
s ),

h(Fm
s ), h(F a

t ), h(Fm
t ). In (a)(b), we show the visualization for individual domains, where each domain contains the multi-modality

features. In (c)(d), we visualize features for each modality, and each plot uses the features from two domains. (e) includes all the features
from two domains and two modalities, where each color represents one action class.

HMDB video UCF video – Source only UCF video – Ours
The nearest neighbor

Figure 6. Cross-domain retrievals using the RGB feature. Given the
target feature F a

t , we retrieve the closest neighbor F a
s in the source

domain. Our model correctly aligns videos of the same class under
view-angle (1st row) and background (2nd row) differences.

the difference of leveraging pseudo-labels.

Sampling Strategy. In Table 5, we present the ablation
for sampling strategy in the cross-modal loss (see Section
3.2), where we do not assume that the RGB and flow modal-
ity have the same window of frames, which handles the
large intra-variation within a video clip. When applying this
strategy in MM-SADA [36], acting as a way for data aug-
mentation, the performance gain is smaller than ours (i.e.,
0.5% vs 1.1%). This validates our sampling strategy with the
proposed contrastive learning objective that enriches feature
regularization under the domain adaptation setting.

4.4. More Results and Analysis

We present more analysis including the feature visualiza-
tions using t-SNE [55], and example results for cross-domain
retrieval to understand our model predictions.

t-SNE Visualizations. In this paper, we use a projection
head h(·) to project RGB/flow features to an embedding
space for cross-modal loss in our framework. Therefore, it
is of great interest to understand how the features behave in
this embedding space. To this end, we samples features from
both domains across two modalities, and perform t-SNE
visualizations on UCF → HMDB in Figure 5.

Here, although our cross-modal loss is calculated in each
domain, the projection head is shared across the domains.
Therefore, we provide different combinations of the feature
spaces to visualize how the four feature spaces look like, i.e.,
h(F a

s ), h(F
m
s ), h(F a

t ), h(F
m
t ). First, in Figure 5(a)(b), it

Table 5. Ablation study on the sampling strategy.
Setting Sampling Mean Gain via sampling

MM-SADA [36]
49.4√
49.9 +0.5

Ours
49.9√
51.0 +1.1

is not surprising to observe that in each domain, features
from different modalities are aligned together (e.g., Source
RGB/Flow in Figure 5(a)), as it is exactly what the cross-
modal objective in (2) optimizes for.

More interestingly, if we consider each modality at a time
in Figure 5(c)(d), e.g., Source RGB and Target RGB, their
features are also aligned well, even we do not explicitly have
an objective to align them in the embedding space via h(·).
This shows the merit of our framework that enables feature
regularization and interplay across four feature spaces. Also,
we present a visualization on the distribution for each class,
including all the source and target features across two modal-
ities in Figure 5(e). This illustrates that features from the
same category are aligned well.

Cross-domain Retrievals. In Figure 6, we show the cross-
domain video retrievals using the RGB feature. Based on the
target feature in HMDB, we show the nearest neighbor one
from UCF. We show that our method can correctly retrieve
the videos of the same class, either having the same context
background but from a different view-angle or acting in a
similar movement but with a different background.

5. Conclusions

We investigate the video domain adaptation task with our
cross-modal contrastive learning framework. To this end,
we leverage the multi-modal, RGB and flow information,
and exploit their relationships. In order to handle feature
spaces across modalities and domains, we propose two objec-
tives to regularize such feature spaces, namely cross-modal
and cross-domain contrastive losses, that learn better fea-
ture representations for domain adaptive action recognition.
Moreover, our framework is modular, so it can be applicable
to other domain adaptive multi-modal applications, which
will be considered as the future work.
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