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Abstract

Vision-language Navigation (VLN) tasks require an
agent to navigate step-by-step while perceiving the visual
observations and comprehending a natural language in-
struction. Large data bias, which is caused by the dis-
parity ratio between the small data scale and large navi-
gation space, makes the VLN task challenging. Previous
works have proposed various data augmentation methods
to reduce data bias. However, these works do not explicitly
reduce the data bias across different house scenes. There-
fore, the agent would overfit to the seen scenes and achieve
poor navigation performance in the unseen scenes. To
tackle this problem, we propose the Random Environmen-
tal Mixup (REM) method, which generates cross-connected
house scenes as augmented data via mixuping environment.
Specifically, we first select key viewpoints according to the
room connection graph for each scene. Then, we cross-
connect the key views of different scenes to construct aug-
mented scenes. Finally, we generate augmented instruction-
path pairs in the cross-connected scenes. The experimental
results on benchmark datasets demonstrate that our aug-
mentation data via REM help the agent reduce its perfor-
mance gap between the seen and unseen environment and
improve the overall performance, making our model the
best existing approach on the standard VLN benchmark.

1. Introduction

Recently, there is a surge of research interests in Vision-
Language Navigation (VLN) [4] tasks, in which an agent
learns to navigate by following a natural language instruc-
tion. The agent begins at a random point and goes towards
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Leave the bedroom; go into the |-
room across the hall. Turn right in |2
the room. Wait inside the bedroom. |=

— Path of scene 1
— Path of scene 2

Leave the bedroom; go into the room
across the hall. Enter the left bedroom.
Stop once you enter the room.

S

top once you enter the room.

Figure 1. REM mixes up two scenes and generates data triplets
(environment, path, instruction). We divide the two scenes and
recombine them to construct a new cross-connected scene, and re-
construct the corresponding paths and instructions.

a goal via actively exploring the environments. Before the
navigation starts, the agent receives a language instruction.
Atevery step, the agent can get the surrounding visual infor-
mation. The key to this task is to perceive the visual scene
and comprehend natural language instructions sequentially
and make actions step-by-step.

Recent advances made by deep learning works in the
domains of feature extraction [19, 3, 40, 43], attention [3,
15, 35] and multi-modal grounding [5, 34, 50] facilitate the
agent to understand the environment. Moreover, many rein-
forcement learning works [4 1, 26, 48] help the agent to ob-
tain a robust navigation policy. Benefited from these works,
previous attempts in the field of Vision-Language Naviga-
tion have made great progress in improving the ability to
perceive the vision and language inputs [17, 16, 56, 55],
and learning a robust navigation policy [62, 18, 23]. How-
ever, the VLN task still contains large bias due to the dis-
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parity ratio between small data scale and large navigation
space, which impacts the generalization ability of naviga-
tion. Although the mostly widely used dataset, Room-to-
room dataset [4], contains only 22K instruction-path pairs,
the actual possible navigation path space increases expo-
nentially along with the path length. Thus, the learned nav-
igation policy can easily overfit to the seen scenes and is
hard to generalize to the unseen scenes.

Previous works have proposed various data augmenta-
tion methods in an attempt to reduce data bias. Fried et
al. propose a speaker-follower framework [16] to generate
more data pairs in order to reduce the data bias of the data
samples. Tan et al. [51] propose an environmental dropout
method to augment the vision features in environments;
thereby reducing the vision bias inside a house scene. How-
ever, these methods focus on intra-scene data augmentation
and fail to explicitly reduce the data bias across different
house scenes.

Accordingly, in this paper, we propose to reduce the do-
main gap across different house scenes by means of scene-
wise data augmentation. If an agent sees different house
scenes during a navigation process, it will be less likely to
overfit to a part of the scene textures or room structures. In-
spired by this motivation, we propose our method, named
Random Environmental Mixup (REM), to improve the gen-
eralization ability of a navigation agent. REM breaks up
two scenes and the corresponding paths, followed by re-
combining them to obtain a cross-connected scene between
the two scenes. The REM method provides more general-
ized data, which helps reduce the generalization error, so
that the agent’s navigation ability in the seen and unseen
scenes can be improved.

The REM method comprises three steps. First, REM se-
lects the key vertexes in the room connection graph accord-
ing to the betweenness centrality [8]. Second, REM splits
the scenes by the key vertexes and cross-connect them to
generate new augmented scenes. We propose an orienta-
tion alignment approach to solve the feature mismatch prob-
lem. Third, REM splits trajectories and instructions into
sub-trajectories and sub-instructions by their context, then
cross-connects them to generate augmented training data.
An overview of the REM method is presented in Fig. 1.

The experimental results on benchmark datasets demon-
strate that REM can significantly reduce the performance
gap between seen and unseen environments, which dramat-
ically improves the overall navigation performance. Our ab-
lation study shows that the proposed augmentation method
outperforms other augmentation methods at the same aug-
mentation data scales. Our final model obtains 59.1% in
Success weighted by Path Length (SPL) [2], which is 2.4%
higher than the previous state-of-the-art result; accordingly,
our method becomes the new state-of-the-art method on the
standard VLN benchmark.

2. Related Work

Embodied Navigation Environments are attracting rising
attention in artificial intelligence. House3D [58] is a man-
ually created large-scale environment. AI2-THOR [30] is
an interactable indoor environment. Agents can interact
with certain interactable objects, such as opening a drawer
or picking up a statue. Recent works have tended to fo-
cus on simulated environments based on real imagery. The
Active Vision dataset [1] consists of dense scans of 16 dif-
ferent houses. Moreover, Matterport3D [4], Gibson [59]
and Habitat [47] propose high-resolution photo-realistic
panoramic view to simulate more realistic environment.
Vision-Language Navigation has attracted widespread at-
tention, since it is both widely applicable and a challeng-
ing task. Anderson et al. [4] propose the Room-to-Room
(R2R) dataset, which is the first Vision-Language Naviga-
tion (VLN) benchmark to combine real imagery [9] and
natural language navigation instructions. In addition, the
TOUCHDOWN dataset [ | 1] with natural language instruc-
tions is proposed for street navigation. To address the VLN
task, Fried et al. propose a speaker-follower framework [16]
for data augmentation and reasoning in a supervised learn-
ing context, along with a concept named ‘“panoramic action
space” that is proposed to facilitate optimization. Wang
et al. [55] demonstrate the benefit of combining imita-
tion learning [6, 20] and reinforcement learning [41, 48].
Other methods [56, 36, 38, 51, 28, 24] have been pro-
posed to solve the VLN tasks from various perspectives.
Due to the success of BERT [15], researchers have ex-
tended it to learn vision-language representations in VLN.
PRESS [33] applies the pre-trained BERT to process in-
structions. PREVALENT [ 18] pre-trains an encoder with
image-text-action triplets to align the language and visual
states, while VLN-BERT [39] fine-tunes VILBERT [34]
with trajectory-instruction pairs. Hong et al. [23] imple-
ments a recurrent function to leverage the history-dependent
state representations based on previous models.
Data Augmentation is widely adopted in diverse deep
learning methods. Early data augmentation methods in the
field of computer vision were manually designed; these in-
clude distortions, scaling, translation, rotation and color
shifting [12, 54, 49, 46]. The traditional approach to text
augmentation tends to involve a primary focus on word-
level cases [61, 29, 57]. Some works have achieved suc-
cess in using GAN to generate augmentation data [7, 45].
Zhang et al. [60] propose mixup, which is a linear inter-
polation augmentation method used to regularize the train-
ing of neural networks. Data augmentation has also been
investigated in RL, including domain randomization [52,
, 441, cutout [13] and random convolution [32]. In the
vision-language navigation context, Fried ef al. propose
to use a generation method [16] to generate data pairs,
while Tan er al. [51] propose an environmental dropout
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method to augment the vision features in various envi-
ronments. In a departure from these augmentation meth-
ods, our REM method cross-connects the scenes and the
instruction-trajectory pairs, thereby improving the model’s
generalization ability among different scenes.

3. Preliminaries
3.1. Vision-language Navigation

Given a series of triples (environment F, path P, in-
struction I), the VLN task requires the agent to under-
stand the instruction in order to find a matching path in
the corresponding environment. The environment E con-
tains a large number of seen and unseen scenes, the path
P ={po,...,pn} is composed of a list of viewpoints with
a length of n; morever, instruction I = {wq, ..., w,, } con-
sists of m words, and a certain correspondence exists be-
tween path P and instruction /. At time step ¢, the agent
observes panoramic views O; = {otﬂ;}fil and navigable
viewpoints (at most k). The picture O, is divided into 12
views in the horizontal direction and 3 views in the vertical
direction, for a total of 36 views. At the ¢-th step, the agent
predicts an action a ~ my(I,O;), where 7y is the policy
function defined by the parameter §. The actions include
‘turn left’, ‘turn right” and ‘move forward’ as defined in the
Matterpot environment [4]. In the Matterport dataset [9],
each scene is discretisized by a navigation graph consists of
viewpoints. We model each scene as a graph G = (V, E),
where the vertexes set V' is a set of scene viewpoints, while
FE is the connection between viewpoints.

3.2. Reduce Generalization Error in VLN

The learning problem can be formulated as the search of
the function f € F, which minimizes the expectation of a
given loss ¢(f(z),y). However, the distribution P of sam-
ple (z,y) is generally unknown. We can often obtain a set
T ~ P and use it as a training set. The approximate func-
tion f can then be implemented by Empirical Risk Mini-
mization (ERM) [53]. However, a gap still exists between f
and f. This error describes the generalization ability of f .
The generalization error can be expressed as follows:

Rge(f) = R(f) — R(f)

X 1
:/(f(f(w)vy)*ﬁ(f(x),y))dp(w,y) @

In order to enhance the generalization ability of f , it is nec-
essary to reduce I24.. According to the Vicinal Risk Mini-
mization (VRM) [10]:
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Figure 2. The generalization error of the original training set and
different augmentation training sets. With Original (Red) — ISA
(Orange) — NSA (Green) — REM (Blue), the distance between
T and T is getting farther and farther, and the generalization error
decreases accordingly.

where (#,9) € (TUT), T ~ P, T ¢ T. This means that
more samples are needed to lower R4.. When the number
of samples is certain, the farther the distance d((Z,7),T)
from the sample (Z, 7) to the training set 7, the better the
generalization ability.

In the VLN task, the training set consists of N scenes:

We define a data augmentation function aug(.S;, S;). The
generated augmentation data follows the distribution P:

t

i = aug(si Si) ~ P,

. “)
Si’j = aug(Si, SJ) ~ P,

where 5’,'71' is the intra-scene augmentation data set, and
S; j is the inter-scene augmentation data set. According to
Egs. 1 and 2, we have the following assumption: compared
with S’”, the distance from S‘Z ; to S is farther, denoted as
d(gi,i, Si) < d(gm, S;). Therefore, the model learned on
the inter-scene augmentation data has a smaller generaliza-
tion error than which learned on the intra-scene augmenta-
tion data.

Previous methods have proposed two kinds of data aug-
mentation methods in VLN: the intra-scene augmentation
(ISA) method, as in [16], only constructs new paths and in-
structions in the scene; the near-scene augmentation (NSA)
method, as in [51], breaks through the limitations of the
scene to a certain extent by adding Gaussian noise to the
scene, but only expands the scene to a small neighbor-
hood. For our part, we propose a inter-scene data augmenta-
tion method: Random Environmental Mixup (REM). REM
method mixes up two scenes constructs a cross-connected
scene between the two scenes. In contrast to the other meth-
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Algorithm 1: Selecting key vertexes

Input: Scene graph G; Paths list P = {p1, ..., p|p|}
Output: Key vertexes vF¥, vV

Get vertexes set V of G;

Get edges set E of G;

V = {v|top 10 vin V ordered by VCp(v)};
E = {e|top 10 ¢ in E ordered by ECp(e)};
m = 0;

// Select the vertex passed by the most paths.
for e in E do

Get vertexes vg, vy of the edge e;

9 Ne = Zyjl(l{eah‘} + 0{665171});

10 if vs,v; € V then

11 if m < n, then

12 m = ne;

13 kY = o,

e NN T AR W N -

k
14 P Y = vy

15 end
16 end
17 end

k
18 return vFey vV

ods, it exceeds the limitation of the scene itself and con-
structs augmentation data under a broader data distribution.

Fig. 2 illustrates the difference between three methods.
The inter-scene method provides more generalized data;
this helps to reduce the generalization error, meaning that
the agent’s navigation ability in the seen scene and the un-
seen scene can be improved. Subsequent experiments have
verified this assumption.

4. Random Environmental Mixup

We propose an inter-scene data augmentation method to
construct new environments, paths, and instructions with
the aid of training sets. In the training set of the VLN
task, there are a large number of different scenes. We ran-
domly select two scenes from the set of training scenes and
mix them up to generate cross-connected scenes. Adopt-
ing this approach enables us to construct the corresponding
paths and instructions. When mixing of scenes, we have the
following problems: 1) how to choose key vertexes in the
scene for mixup? 2) how to mix up two scenes to obtain
cross-connected scenes? 3) how to construct new paths and
instructions in cross-connected scenes? Solutions to these
problems are presented below construct a large number of
cross-connected scenes, that are unseen relative to the orig-
inal training set.

@ Top 10 vertexesof VCp

Spiral Staircase Spiral @ Top 10 edgesof ECpy
DS m _ 4, Staircase ©® Intersection of @ and @
I [ e .‘.‘Observation ofkey vertexes
e R
LN i
Bedroom
Bedroom
o—
i Bedroom Entrance
| "
Parlor .

N

5

Figure 3. Selecting key vertexes through betweenness centrality.
The green edges are often the entrances and exits of rooms or cor-
ridors, we choose the two vertexes of the green edge that contains
the most paths as the key vertexes.

4.1. Select Key Vertexes

Key vertexes are crucial to mixing between scenes. Their
characteristics can be summarized as follows: 1) the en-
trance or corridor that connects two rooms; 2) the vertex has
many paths through it. In order to match the above charac-
teristics, key vertexes can be selected with reference to the
betweenness centrality [8] of the graph:

vesw) = Y 2
Ost
s#EvELEV (5)
st €
ECB(e) = Z Lt(),
s#teViee B st

where V Cpg(v) is the betweenness centrality of the vertex v,
ECg(e) is the betweenness centrality of the edge e; o5+ (v)
is the number of shortest paths from s to ¢, passes through
the vertex v; o4 (e) is the number of shortest paths from s to
t through edge e; 04, is the number of all shortest paths from
s to t. Betweenness centrality describes the importance of
vertex by the number of shortest paths passing through ver-
texes or edges. Once the vertex is removed from the graph,
the points on both sides will be disconnected.

As shown in Fig. 3, we select the top 10 vertexes and
edges of betweenness centrality to obtain the corresponding
sets V'V and EFC5; subsequently, by excluding edges in
EECB whose vertexes are not in V'V B | we obtain the final
key subgraph G“Z. In order to ensure that more paths are
subsequently generated, we select the edge e*¢Y that con-
tains the most supervised paths from G¢#, along with its
corresponding vertexes vV, v, We observe from Fig. 3
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Walk past the table and turn right. Turn left
and walk up the stairs. Make a right to exit
the screened enclosure. Wait near the open
screen door.

Walk past the table and turn right.
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Figure 4. Three stages of mixup scenes. Stage 1: select key vertexes (v°¥!, vFe¥!) and (v¥°¥2, vF°¥?) for scene 1 and scene 2. Stage

. . key?2
2: mixup scene 1 and scene 2, relink (v¥¥!, vfY?) and (vFev?

,vf eyl). Stage 3: fix the position of the vertexes, align the orientation

of (vFe¥t vFe¥?) and (v5¥2, vF¥!). The instructions are fine-grained, and the sub-paths of different colors are matched with the sub-
instructions of the corresponding colors. As the scene is mixed up, paths and instructions are also broken up and reconstructed. The
constructed scenes, paths and instructions are combined into triples, which become augmentation data for VLN tasks.

View 1 Cross-connected

3=

Orientation
Alignment

Final view
0

Figure 5. The process of mixing up viewpoints. View 1 is the
visual observation of v*¢¥! in Scene 1, while View 2 is the visual
observation of v*¥2 in Scene 2. The solid arrow is the current
direction of the agent. The dotted arrow is the direction of the
agent after taking the action. ‘=’ represents the direction to the
next viewpoint. ‘turn left’ is the instruction received by the agent.
“9,—” are the ‘turn left’ and ‘forward’ actions taken by the agent

in order to arrive at the next viewpoint.

that the entrances and exits of rooms or corridors often have
the highest betweenness. The process of selecting key ver-
texes is summarized in Algo. 1.

4.2. Construct Augmented Triplets

Construct Cross-Connected Scenes We randomly select
two scenes (Scenel G; and Scene2 G5) in the training
set. We construct the cross-connected scene G¢ for G
and G, in three stages (Fig. 4). In stage 1: according to

Algo.1, we obtain the key vertexes (vF¥! vFeU!) for G4

and (vFe¥2 %) for Gy, In stage 2: we mix up G1,Gs
into graph G, disconnect the two key edges eFev! eFev2,
and link (vFe¥! vF ), (vkev2 F") In this way, we ob-
tain a cross-connected scene G¢. In stage 3: we align the
orientation of G¢; ensure the matching of the cross path
and the instruction by adjusting the vertex position in G¢.

Construct Cross Viewpoints G is a graph containing the
connection relationship information without visual observa-
tion. Therefore, we build a cross viewpoint on the basis of
G ¢ to obtain a new cross-connected environment. The pro-
cess of building a new cross-connected environment is il-
lustrated in Fig. 5. Taking the v*¥! in Scene 1+2 as an ex-
ample, as described in Sec. 3.1, each viewpoint panoramic
view is divided into 12 views in the horizontal direction (in-
dicated by the numbers 0—11). By mixing the views of View
1 and View 2, we can obtain a panoramic view of View 1+2.
More specifically, the view is based on the direction of the
next viewpoint. We replace three views around the orig-
inal angle of View 2 with View 1 to get Cross-connected
view(red 0-3 7-11 from View 1, blue 2-4 from View 2).
The hyperparameter settings for replacing 3 views will be
discussed in the experimental part.

Construct Cross Paths and Instructions  Cross-
connecting the instructions and paths requires the instruc-
tions and paths to be fine-grained. In order to obtain the
fine-grained data, we use Fine-Grained R2R [22] to split
the instructions and paths, as well as to align the sub-
instructions and the sub-paths. As shown in Fig. 4 (stage 3),
we obtain the path and instructions in the cross-connected
scene by combining the sub-paths before and after the key
vertex, along with the corresponding sub-instructions.

Orientation Alignment Following Fig. 4 (stages 1 and 2),
we construct the cross-connected scenes and correspond-
in iewpoints. Simpl ing v*¥! and v,*V?

g cross viewpoints. Simply connecting v7°Y" and v,

leads to a mismatch of the related orientations of the ver-
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Method R2R Validation Seen R2R Validation Unseen R2R Test Unseen
TL NEJ SRt SPLt| TL NE| SRt SPLt | TL NE| SRt SPLt
Random 9.58 945 16 - 9.77 9.23 16 - 9.89 979 13 12
Human - - - - - - - - 11.85 1.61 86 76
Seq2Seq-SF [4] 11.33  6.01 39 - 839 781 22 - 813 785 20 18
Speaker-Follower [16] - 336 66 - - 6.62 35 - 1482 6.62 35 28
SMNA [37] - 322 67 58 - 5.52 45 32 18.04 5.67 48 35
RCM+SIL [55] 10.65 3.53 67 - 1146 6.09 43 - 1197 6.12 43 38
PRESS [33] 10.57 439 58 55 1036 5.28 49 45 10.77 549 49 45
FAST-Short [28] - - - - 21.17 497 56 43 2208 5.14 54 41
EnvDrop [51] 11.00 399 62 59 10.70 522 52 48 11.66 523 51 47
AuxRN [62] - 333 70 67 - 528 55 50 - 5.15 55 51
PREVALENT [18] 1032 3.67 69 65 10.19 4.71 58 53 10.51 530 54 51
RelGraph [21] 10.13 347 67 65 999 473 57 53 1029 475 55 52
VLNOBert [23] 11.13 290 72 68 12.01 393 63 57 1235 4.09 63 57
IL+RL* [51] 10.25 491 538 507 | 938 5.89 462 425 9.58 588 464 433
IL+RL+REM 10.18 4.61 582 553 | 940 559 486 448 | 9.81 5.67 487 45.1
EnvDrop* [51] 1046 3.78 644 620 | 950 552 S51.1 473 | 11.32 584 505 465
EnvDrop+REM 11.13  3.14 70.1 66.7 | 1484 499 538 488 | 10.73 540 541 504
VLNOBert* [23] 1209 299 707 659 | 1258 4.02 614 556 | 11.68 435 614 56.7
VLNOBert+REM 10.88 248 754 718 | 1244 389 63.6 579 | 13.11 3.87 652 59.1
Table 1. Comparison of agent performance on R2R in single-run setting. * reproduced results in my environment.
Method R4R Validation Seen R4R Validation Unseen
NE| SRt SPLt CLStT nDTW?T SDTW? | NE| SRt SPLtT CLST nDTW?T SDTW?T
Speaker-Follower [27] | 5.35 519 373 464 - - 847 238 122 29.6 - -
RCM [27] 5.37 526 306 553 - - 8.08 26.1 7.7 34.6 - -
PTA [31] 453 58.0 39.0 60.0 58.0 41.0 |825 24.0 100 37.0 32.0 10.0
EGP [14] - - - - - - 8.00 30.2 - 44.4 374 17.5
BabyWalk [63] - - - - - - 82 273 147 494 39.6 17.3
IL+RL* [51] 594 353 325 37.1 38.7 265 |8.88 319 187 323 31.7 12.2
IL+RL+REM 6.72 399 365 424 473 312 | 8.83 33.1 20.1 38.6 37.6 15.7
EnvDrop* [51] 594 4277 395 402 41.8 296 |9.18 347 21.0 373 34.7 12.1
EnvDrop+REM 5.83 463 435 451 49.7 334 | 821 379 250 423 39.7 18.5
VLNOBert* [23] 484 557 46.0 4738 55.8 379 648 425 324 414 41.8 20.9
VLNOBert+REM 3.77 66.8 574 568 61.5 415 |6.21 46.0 38.1 449 46.3 22.7

Table 2. Comparison of agent performance on R4R in single-run setting. * reproduced results in my environment.

texes in the cross-connected scenes.; it is therefore neces-
sary to align the orientation of the vertexes. More specifi-
cally, after the scenes and views are mixed, the direction of
‘=" changes (Fig. 5 from 90° to 150°). Correspondingly,
to enable it to go to the next viewpoint, the agent’s action
also changes (from >’ to —’). However the instruction is
still ‘turn left’. To solve this problem of mismatch between
action and instruction, we need to fix the position on the
cross-connected scenes. To achieve this, as shown in Fig. 4
(stage 3), we move the vertexes vf eyl vf Y2 and their asso-
ciated vertexes, exchanging the position of the two vertexes,
meaning that that the relative positions of the key vertexes
remain unchanged. Through fixing the vertexes’ position,
the orientation of ‘=" is aligned (see Fig. 5 final view). The
agent’s action and instructions accordingly match again.

4.3. Augmentation in Vision Language Navigation

At this point, we have constructed augmented triplets for
training: (environment, path, instruction). Our method is
able to mix up any two scenes into a new cross-connected
scene. We can accordingly generate a large number of new
scenes and their corresponding paths and instructions.

For VLN tasks, we need to export cross-connected
scenes for training, including the viewpoints, connection
relations and vertex positions. The augmented triplets will
be merged directly with the original training set, namely
Taug = T U T: we use Taug in place of T in training.
The observation features in different directions for the cross
viewpoint are derived from different scenes.
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| Method [NE] ORT SRf SPLT
Baseline 491 623 53.8 50.7

S | Before OA 483 63.1 546 532
@ | Before OA +CCV | 472 643 56.8 54.1
S | After OA 478 637 556 53.8
After OA +CCV | 461 65.6 582 553

o | Baseline 589 545 462 425
| Before OA 592 53.0 460 424
5 | Before OA + CCV | 588 548 469 428
= | After OA 573 552 472 432
Z | AfterOA+CCV | 559 560 48.6 44.8

Table 3. Model performance before and after orientation align-
ment. Before OA means before orientation alignment; After OA
means after orientation alignment; CCV means replacement vi-
sual observation in construct cross viewpoints.

5. Experiment
5.1. Dataset and Evaluation Setup

Dataset and Simulator We evaluate our agent on the
Room-to-Room (R2R) [4] and R4R [27] based on Matter-
port3D simulator [9]. This is a powerful navigation simu-
lator. R4R builds upon R2R and aims to provide an even
more challenging setting for embodied navigation agents.
In a scene, the agent will jump between pre-defined view-
points on the connectivity graph of the environment.
Evaluation Metrics There are already many recognized in-
dicators used to evaluate models in VLN: Trajectory Length
(TL), trajectory length in meters; Navigation Error (NE),
error from the target point in meters; Success Rate (SR),
the proportion of times that the agent successfully arrived
within 3 meters of the target; and the success rate weighted
by the path length (SPL) [2]. In R4R, CLS [27], nDTW
and SDTW [25] take into account the agent’s steps and are
sensitive to intermediate errors in the navigation path.
Implementation Details We use EnvDrop [51] and
VLNOBert [23] as the baselines to evaluate our method.
In the interests of fairness, we use the same experimen-
tal settings as the original method. On the basis of not
changing the hyperparameter settings, augmented triplets
are added for training. We randomly paired and mixed up
the 61 scenes in the training set, finally obtaining 116 cross-
connected scenes, 5916 paths and 7022 instructions.

5.2. Results on VLN Standard Benchmark

In this section, our method is compared with several
other representative methods. We apply the proposed REM
to three baseline methods and compare them with other
methods. Tab. 1 shows the results on R2R. REM achieves
excellent performance on the three baseline methods. In the
state-of-the-art method, REM can further improve perfor-
mance. Tab. 2 shows the results on R4R. Through REM, all

Method | NE] ORT SR SPLT

0View | 478 637 556 53.8
S| 1View [ 470 645 568 54.6
2 | 2 Views | 464 651 572 549
S | 3 Views | 4.61 656 582 553

4 Views | 467 640 57.6 550
= | OView | 573 552 472 432
S| 1View | 568 559 475 434
5| 2Views | 5.63 562 48.1 44.1
T | 3Views | 5.59 560 486 448

4 Views | 566 553 479 443

Table 4. The impact of replacing the number of different views on
the model performance. ’0 View” means that visual observation is
not replaced

three baseline methods have been significantly improved.
In addition to the success rate and SPL, REM can also sig-
nificantly improve CLS and nDTW, which shows that the
proposed method can make the agent follow the instructions
and make the navigation path more matched.

5.3. Method Analysis

Orientation Alignment In Sec. 4.2, we propose the orien-
tation alignment operation. Tab. 3 shows the performance
difference between no orientation alignment (Before OA)
and orientation alignment (After OA). Orientation align-
ment increases the success rate of the baseline by 1%. If
the orientation is not aligned, the performance of the model
will decrease instead. This is because the agent’s actions
and instructions do not match, and the agent cannot cor-
rectly learn the relationship between instructions and ac-
tion. In addition, we tested the effect of replacing visual
observation (CCV) on the results, and After OA achieved
the highest improvement.

Replace Visual Observation In the process of constructing
the cross viewpoint, we performed the operation of replac-
ing the visual observation in the specified direction. There
are a total of 12 view directions in the horizontal direction.
We experimented to determine how many views should be
replaced to achieve the best results for the model. Tab.4 out-
lines the effect of replacing different numbers of views on
model performance. As the table shows, three views is the
optimal choice. Excessive replacement of visual observa-
tion information is thus suboptimal. Through experiments,
we choose each cross viewpoint in REM to replace views
in three horizontal directions. Fig. 6 shows a schematic di-
agram of cross viewpoints.

5.4. Ablation Analysis

In order to compare the impact of the number of mixup
environments on REM performance, we limited the amount
of training data (a data ratio of 1 means 7022 instructions),
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Figure 7. Success rates of agents trained with different amounts
of data. The same data ratio in the figure indicates that the same
amount of data is used. The blue line indicates that the results are
increased by gradually adding new environments to the supervised
training method. The red line only gradually increases the amount
of data and randomly selects data from all training environments.

and compared four different settings: 1) as the amount
of data increases, the environments number available for
mixup also increases in the same proportion; 2) mixup is al-
ways used for all environments, but the instructions number
generated; 3) NSA is used to generate the same instructions
number; 4) ISA is used to generate the same instructions
number. The success rate can indicate the generalization
ability of different methods. The higher the success rate of
the method, the stronger its generalization ability.

The results are shown in Fig. 7. With the increase of
sampled data, all methods achieve improvements in model
performance to a certain extent. When the dataratio is 1, the
red and blue dots have the same setting, the red dot reaches
the peak of performance; this means that when the number
of mixed scenes is fixed, continuing to increase the sam-

ple data cannot further reduce the generalization error. For
the blue line, there is no performance degradation trend ob-
served when the data ratio is 1, which shows that increasing
the number of mixed scenes can continue to reduce the gen-
eralization error. The difference between the red-blue and
orange-green lines indicates that, when the sample number
is the same, the inter-scene data augmentation is signifi-
cantly better than the intra-scene data augmentation. This
verifies the assumption presented in Sec. 3.2.

6. Conclusion

In this paper, we analyze the factors that affect gener-
alization ability and put forward the assumption that inter-
scene data augmentation can more effectively reduce gener-
alization errors. We accordingly propose the Random Envi-
ronmental Mixup (REM) method, which generates cross-
connected house scenes as augmented data via mixup-
ing environment. The experimental results on benchmark
datasets demonstrate that REM can significantly reduce the
performance gap between seen and unseen environments.
Moreover, REM dramatically improves the overall naviga-
tion performance. Finally, the ablation analysis verifies our
assumption pertaining to the reduction of generalization er-
ror1s.
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