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Abstract

It is common practice to represent spoken languages
at their phonetic level. However, for sign languages, this
implies breaking motion into its constituent motion primi-
tives. Avatar based Sign Language Production (SLP) has
traditionally done just this, building up animation from se-
quences of hand motions, shapes and facial expressions.
However, more recent deep learning based solutions to SLP
have tackled the problem using a single network that esti-
mates the full skeletal structure.

We propose splitting the SLP task into two distinct
jointly-trained sub-tasks. The first translation sub-task
translates from spoken language to a latent sign language
representation, with gloss supervision. Subsequently, the
animation sub-task aims to produce expressive sign lan-
guage sequences that closely resemble the learnt spatio-
temporal representation. Using a progressive transformer
for the translation sub-task, we propose a novel Mixture of
Motion Primitives (MOMP) architecture for sign language
animation. A set of distinct motion primitives are learnt
during training, that can be temporally combined at infer-
ence to animate continuous sign language sequences.

We evaluate on the challenging RWTH-PHOENIX-
Weather-2014T (PHOENIX14T) dataset, presenting exten-
sive ablation studies and showing that MOMP outperforms
baselines in user evaluations. We achieve state-of-the-art
back translation performance with an 11% improvement
over competing results. Importantly, and for the first time,
we showcase stronger performance for a full translation
pipeline going from spoken language to sign, than from
gloss to sign.

1. Introduction

Sign languages are visual languages used for communi-
cation by the Deaf communities. Analogous to phonemes in
speech, sign languages can be broken down into cheremes,
the smallest distinctive structural units [58]. Cheremes can
be represented as motion primitives, a set of manual and
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Figure 1: An overview of the proposed SLP sub-tasks of
Translation and Animation.

non-manual motions1 that are combined to represent all sign
language utterances. Such phonetic representations are typ-
ically used by linguists for annotation [29, 62] or in graphi-
cal based avatars for sign generation.

Sign Language Production (SLP), the translation from
spoken language sentences to continuous sign language
sequences, requires both an accurate translation and ex-
pressive animation. Previous work has traditionally tack-
led these two sub-task as a single task with one network
[52, 59, 68], leading to under-expressive production. Al-
though previous SLP models have used gloss2 as an inter-
mediate representation [60], this creates an information bot-
tleneck that disregards the contextual information available
in the original text.

In this paper, we propose to formulate SLP as two dis-
tinct but jointly-trained sub-tasks as can be seen in Figure 1:
1) An initial translation from spoken language to a sign lan-
guage representation, with gloss supervision; 2) Subsequent
animation of a visual sign language sequence. This can be
viewed as analogous to a text-to-speech pipeline with an
initial translation into phonemes and a subsequent vocali-
sation. However, we do not force a gloss information bot-
tleneck but instead condition learning on gloss, resulting in

1Manual features are the hand shape and motion, whereas non-manuals
are the mouthings and facial expressions

2Glosses are a written sign representation of sign, defined as minimal
lexical items.
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significant performance increases.
We utilise a progressive transformer model as our trans-

lation backbone [52]. Sign language representations are
learnt per frame using the gloss supervision. This prompts
the sub-network to learn meaningful representations for the
end goal of sign language production.

To animate expressive sign language sequences, we pro-
pose a novel Mixture of Motion Primitives (MOMP) net-
work. Based on a Mixture-of-Expert (MoE) architecture,
we learn a combination of distinct motion primitives that
are able to produce an infinite number of unique sign lan-
guage utterances. Due to the continuous nature of sign lan-
guage, we apply expert blending on a per frame basis, thus
enabling different experts to be activated for separate sec-
tions of the output sequence.

As the subset of motion primitives is significantly
smaller than the full set of signs, the animation sub-task
is reduced to a gating network that selects the correct prim-
itive to animate for specific sections of the full sequence.
This also enables a scaling of SLP models to larger datasets,
with new signs being a novel combination of the learnt
primitives. We represent experts as masked transformer en-
coders, using self-attention to learn unique structural mo-
tions. We use a further transformer encoder model for the
gating network, thus building, to the best of our knowledge,
the first full transformer-based MoE architecture.

We evaluate on the challenging PHOENIX14T corpus,
performing an extensive ablation study of the proposed net-
work and conducting a user evaluation that highlights the
animation quality of the MOMP. Furthermore, we achieve
state-of-the-art SLP back translation results and showcase,
for the first time, stronger performance for a full transla-
tion pipeline that produces sign sequences directly from the
source spoken language, than from an intermediate gloss
representation.

The contributions of this paper can be summarised as:

• A novel transformer-based MoE architecture, Mixture
of Motion Primitives (MOMP), that combines learnt
motion primitives at the frame level.

• The first SLP model to separately model the sub-tasks
of translation and animation.

• State-of-the-art SLP performance and user evaluation
results on the PHOENIX14T dataset.

• The first SLP model to achieve higher performance for
a full translation pipeline going from spoken language
to sign, than from gloss to sign.

The rest of this paper is organised as follows: In Sec-
tion 2, we review the literature in SLP and MoE. In Sec-
tion 3, we outline the proposed MOMP network. We
present quantitative and qualitative model comparison in
Section 4, and finally conclude in Section 5.

2. Related Work
Sign Language Motion Primitives Phonemes are de-
fined as the smallest distinctive structural units of spoken
language that can be combined to create an infinite num-
ber of meaningful utterances [39, 64]. Cheremes are used
as the equivalent representation specific to sign language
[5, 14, 58]. This phonetic structure of sign language in-
cludes the sublexical parameters of shape, movement and
location used to describe the motion and structure of all
signs [6, 22]. Motion primitives can be seen as a subset of
cheremes, encompassing the gestural motions of both man-
ual and non-manual features. Although the possible motion
primitives are much smaller in number than the full set of
signs, they can be combined to recreate all unique sign lan-
guage sequences.

Sign Language Production Computational sign lan-
guage research has been prominent for the last 30 years
[3, 57, 63]. Previous research has focused on isolated sign
recognition [1, 28, 45], Continuous Sign Language Recog-
nition (CSLR) [7, 17, 37, 36] and, more recently, the task of
Sign Language Translation (SLT) [8, 9, 35, 44]. Camgoz et
al. [10] proposed a jointly trained CSLR and SLT system,
showing a performance increase for both tasks.

Sign Language Production (SLP), the translation from
spoken language sentence to sign language sequences, has
traditionally been tackled using avatars [2, 15, 18, 20, 24].
Animating sign using avatars helps to separate the transla-
tion task from the animation, with an initial manual trans-
lation from text into a sign language representation such as
HamNoSys [29] or SignWriting [62].

In contrast, more recent works have applied deep learn-
ing to SLP [16, 43, 50, 51, 53, 59, 66, 68], with Saunders
et al. [52] proposing the first SLP model to translate from
spoken language sentences to sign language sequences in
an end-to-end manner. However, these methods combine
both the translation and animation elements into a single
pipeline, leading to a lack of expressive animation. Stoll
et al. [60] use the intermediate representation of gloss but
this creates an information bottleneck that all sign must pass
through. In this work, we separate the animation from the
translation sub-task using a joint supervision of both gloss
and skeletal pose. Furthermore, we combine a learnt set of
motion primitives that can animate any sign language utter-
ance and use gloss to condition learning rather than form a
bottleneck.

Mixture of Experts Mixture-of-Experts (MoEs) are a
jointly-trained ensemble of expert systems, each locally
specialised for a different subdomain of inputs [31, 32]. A
gating network predicts a set of blending coefficients, used
to weight the decision of each expert in the final output. We
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Figure 2: Mixture of Motion Primitives (MOMP) network overview, showing an initial translation sub-task from spoken
language, x1:T , to sign language representation with gloss supervision, z1:V (left). A subsequent animation sub-task uses a
blended mixture of K learnt motion primitives, MPK, to produce a continuous sign language sequence, ŷ1:U , (right).

refer to Gormley et al. for a broad survey on MoEs [26].
Recently, MoEs have become popular in Neural Machine

Translation (NMT) [23, 47, 48, 67]. Sparsely gated MoEs
use a MoE layer to enable extensive scaling of parameters,
requiring only a subset of experts to be computed for each
sequence [21, 40, 49, 55]. MoEs have also been used to
promote diversity in text generation [13, 30, 56] and even to
enable multi-task learning [33, 41].

Stoll et al. [61] applied a MoEs concept to SLP, produc-
ing isolated signs from a small vocabulary of 105 glosses.
Our work produces continuous sign sequences directly from
spoken language, using distinct motion primitives com-
bined at the output level for 1066 glosses.

Combining transformers with MoEs is motivated by re-
search that suggests transformer networks are overparame-
terised [42, 65]. Peng et al. [47] build experts consisting of
multiple transformer heads and Lepikhin et al. [40] build
large-scale NMT models using transformer MoEs. Our
work differs in that we represent each expert as an individ-
ual transformer encoder and propose a transformer-based
gating network. Additionally, we apply MoEs at the token
i.e. frame level as opposed to the sequence level, enabling
the modelling of specialised motion primitives.

Probably closest to our work is the approach of Zhang et
al. [69], who use MoEs to model repetitive gait sequences of
quadraped motion. Each expert is trained to be specialised
in the production of a certain type of motion. However, we

tackle the subtle motions of sign language in the context of
translation and, to achieve the required subtleties, perform
blending at the output level rather than in the feature space.

3. Methodology
Given a source spoken language sequence,

X = (x1, ..., xT ) with T words, the objective of an
SLP model is to produce a sign language sequence,
Y = (y1, ..., yU ) with U frames. State-of-the-art SLP
works have approached the task using a single end-to-end
network with no intermediate representation [52, 68]. This
simultaneously tackles the challenging tasks of accurate
translation into sign language grammar and expressive
animation of sign language motion with a single unified
loss function, impacting the networks ability to perform
well at either task.

Motivated by this, we propose to split the SLP task into
two jointly-trained sub-tasks: 1) An initial translation task
from spoken language to sign language representation, with
gloss supervision, Z = (z1, ..., zV ) with V glosses; 2) A
subsequent sign language animation task in the form of
skeletal pose sequences. We propose a Mixture of Mo-
tion Primitives (MOMP) network that employs a progres-
sive transformer for sign language translation (Left of Fig-
ure 2) and a novel MoE architecture for sign language pro-
duction (Right of Figure 2). In the remainder of this section
we describe each component of MOMP in detail.
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3.1. Translation: Progressive Transformer

As shown in Figure 2, we utilise a progressive trans-
former network [52] for the translation sub-task, which
learns to translate from spoken language to sign language
representation. A transformer encoder learns a representa-
tion of the input spoken language sentence, x1:T , to pass
to the auto-regressive transformer decoder. Given a sign
language sequence, y1:U , and the respective counter values,
the decoder learns a sign language representation on a per
frame basis, R = r1:U :

ru+1 = Translation(yu|yi:u−1,X ) (1)

We provide the translation sub-network with additional
supervision from gloss information during training, prompt-
ing the model to learn a meaningful latent temporal repre-
sentation for the ultimate goal of sign language production.
Due to the lack of frame-level gloss annotation, we use a
Connectionist Temporal Classification (CTC) layer to pro-
vide supervision in a sequence-to-sequence manner [27].
The CTC layer uses the decoded latent representations for
each frame, r1:U , and computes p(Z|R) by marginalising
over all possible alignments:

p(Z|R) =
∑
π∈B

p(π|R) (2)

where π is a path and B are the set of all viable paths cor-
responding to Z . The translation loss is then calculated as:

LT = 1− p(Z∗|R) (3)

where Z∗ is the ground truth gloss sequence.

3.2. Animation: Mixture of Motion Primitives

To produce expressive sign poses from the translated
sign language representation, we learn a Mixture of Mo-
tion Primitives (MOMP) network (right of Figure 2) that
combines learnt motion primitives at the frame-level us-
ing MoEs. MoEs are a common technique for ensem-
ble learning [31] where an ensemble of K expert systems,
{MPi}ki=1, are jointly trained, each locally specialised
across different domains of expertise to produce an output
yku+1 = MPk(ru).

A gating network, GN , learns a set of blending coeffi-
cients, BCu = {α1

u, ..., α
k
u}, used to weight the decision

of each expert in the final output. Contrary to traditional
MoE architectures that apply a unique blend per sequence
[47, 55, 56], we generate unique blending coefficients for
each frame of the output sequence. This enables distinct
motion primitives to be learnt for certain sections of the out-
put sign language sequence.

Gating Network We utilise a transformer encoder with
subsequence masking for the gating network, GN , using
self-attention to learn the correct expert allocation. We
mask future time-steps as in the transformer decoder, to dis-
able a view of the future. Formally, the gating network pro-
duces a set of blending coefficients, BCu+1, conditioned on
the translated sign language representation, ru:

BCu+1 = {α1
u+1, ..., α

K
u+1} = GN(ru|r1:u−1) (4)

where a softmax operation is applied to the produced blend-
ing coefficients to ensure αk

u > 0 and
∑k

i=0 α
k
u = 1.

Motion Primitives A continuous sign language sequence
consists of multiple distinct sections of motion. For exam-
ple, a hand moving up then subsequently across the body.
Our goal is to represent each of these distinct multi-frame
motions as separate motion primitives, which can be tempo-
rally combined to produce a full sequence of uninterrupted,
continuous signing motion. During training, each learnt
motion primitive is encouraged to account for separate sec-
tions of the data, becoming specialised for specific motions
that can be stitched together at inference.

Similar to the gating network, we build motion primi-
tives, MPk, using transformer encoders with subsequence
masking. We use self-attention over the translated sign lan-
guage representation to learn the desired motion. We avoid
conditioning on the source spoken language to ensure this
sub-task is solely focused on animation. Formally, the out-
put of each motion primitive per frame is computed as:

yku+1 = MPk(ru) (5)

Each output frame is therefore a sign pose, yu+1, produced
in an auto-regressive manner by blending motion primitives,
yku+1, with their respective blending coefficients, αk

u+1:

yu+1 = Animation(ru|r1:u−1) =

K∑
i=1

αk
u+1y

k
u+1 (6)

with K experts and
∑K

i=1 α
k
u+1 = 1. As in [52], the respec-

tive counter value is also produced for each frame. Once
the full sign pose sequence is produced, the animation loss,
LA is calculated as the Mean Squared Error (MSE) loss be-
tween the predicted, ŷ1:U , and ground truth, y∗1:U sequences:

LA =
1

U

u∑
i=1

(y∗1:U − ŷ1:U )
2 (7)

We train our network by minimising the overall SLP loss,
LSLP , which is a weighted sum of the CTC based transla-
tion loss, LT , and the joint distance animation loss, LA, as:

LSLP = λTLT + λALA (8)

where λT and λA weight the importance of each loss func-
tion during training and are evaluated in section 4.1.
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3.3. Training Schedule

Naive end-to-end training of an MoE with backpropaga-
tion has been shown to result in a degenerate local minimum
where expert weightings are consistent regardless of the in-
put [47, 56]. Therefore, we use a combination of Block
Coordinate Descent (BCD) training and expert balancing
losses to overcome this phenomenon, as described below.

Block Coordinate Descent We apply a BCD training
schedule, as introduced by Peng et al. [47], that decomposes
updates into two interleaving steps G and F : The G step
processes a forward pass with blended outputs, fixes the
translation sub-network and motion primitives and updates
only the gating network, GN ; The F step then freezes the
gating network and updates the full translation sub-network
alongside a single expert for each frame, Ek(x), sampled
from the blending coefficient weights. During training, G
steps are required less often than F steps, with a ratio of 3
F steps for each G step achieving best performance.

Specific to MoEs, BCD forces a specialisation of experts
for particular sections of sign pose sequences, learning the
important motion primitives. Motivated by the comparison
to dropout [47], we add a random chance of selecting expert
k, with an annealing of the probability during training.

Expert Balancing Losses As seen in previous MoE ar-
chitectures [19, 55, 56], we find that a small subset of ex-
perts tend to be imbalanced and receive higher blending
coefficients. This effect is self-reinforcing as the popu-
lar experts are trained quicker, receiving further allocation.
In addition, as MOMP produces continuous sign pose se-
quences with blending coefficients applied per frame, we
favour gating networks with sparse activations. This avoids
a weighted average of two motion primitives that may itself
not be valid.

Following Bengio et al. [4], we take a soft constraint
approach to expert balancing and apply two regularisation
terms. The first term is a balancing loss, LB, that encour-
ages an equal expert share in expectation:

LB =

U∑
u=1

1

K

K∑
k=1

(αk
u − τ)2 (9)

where τ is the expected balanced load, 1
K . The second term

is a variance loss, LV , that encourages a sparse allocation
per frame:

LV = −
U∑

u=1

vark{αk
u} (10)

We add these losses only on the G step of the BCD train-
ing, to solely regularise the gating network. We ablate the
proposed training schedule in Section 4.1.

3.4. Sign Language Output

Generating a video from the produced skeleton pose se-
quence is a trivial task, connecting the relevant joints of
each frame as seen in Figure 3.

4. Experiments
Implementation Details In our experiments, we build
translation sub-networks with two layers (2L) two heads
(2H) and an embedding size of 256 (256Em). The ar-
chitecture for motion primitives and gating network are
(2L, 2H, 128Em) and (2L, 4H, 64Em), respectively. Our
proposed architecture contains only 7.8M parameters, com-
pared to 16.3M for the SOTA model [54]. We apply Gaus-
sian noise with a noise rate of 5, as proposed by Saunders
et al. [52]. All parts of our network are trained with Xavier
initialisation [25], Adam optimization [34] with default pa-
rameters and a learning rate of 10−4 for the gating network
and 10−3 for the rest. Our code is based on Kreutzer et
al.’s NMT toolkit, JoeyNMT [38], and implemented using
PyTorch [46].

Dataset We evaluate our approach on the publicly avail-
able PHOENIX14T dataset introduced by Camgoz et al.
[8]. The corpus provides parallel sequences of 8257 Ger-
man sentences, sign gloss translations and sign pose videos.
This is a challenging dataset due to the low video qual-
ity. However, more recent sign language datasets are avail-
able, which are yet to be utilized for SLP [11]. We train
MOMP to generate sign pose sequences of skeleton joint
positions. Manual and non-manual features of each video
are extracted in 2D using OpenPose [12], with the manu-
als lifted to 3D using the skeletal model estimation model
proposed in [68]. We normalise the skeleton pose as in [52].

Evaluation To compare against the state-of-the-art, we
use the back translation evaluation metric [52], which em-
ploys a pre-trained SLT model [10] to translate the pro-
duced sign pose sequences back to spoken language. BLEU
and ROUGE scores are computed against the original input,
with BLEU n-grams from 1 to 4 provided for complete-
ness. The SLP evaluation protocols on the PHOENIX14T
dataset, set by [52], are as follows: Gloss to Pose (G2P) is
the production of sign pose from gloss intermediary, evalu-
ating the sign production capabilities; Text to Pose (T2P) is
the production of sign pose directly from spoken language,
and is the more difficult end-to-end test of an SLP system.

4.1. Quantitative Evaluation

Number of Motion Primitives We start our experiments
on the Gloss to Pose task, and evaluate the production capa-
bilities of the animation sub-network. We therefore set the
translation loss, LT , to zero. Our first experiment evaluates
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# of Motion DEV SET TEST SET
Primitives: BLEU-4 ROUGE BLEU-4 ROUGE

6 12.67 35.17 12.38 35.29
7 12.57 35.90 12.15 35.37
8 13.32 37.58 12.67 35.61
9 12.55 36.14 12.31 34.93

10 12.53 35.90 11.99 34.62

Table 1: Impact of different numbers of motion primitives
on the performance of MOMP for the Gloss to Pose task.

the performance when varying the number of motion primi-
tive experts, K. Although having a larger number of motion
primitives allows each to be more specialised, it also makes
the models harder to converge and prone to overfitting. To
this end, we build MOMP networks using 6 to 10 primitives
and evaluated their Gloss to Pose performance.

As shown in Table 1, we find that 8 motion primitives
performs best, achieving a 13.32 BLEU-4 score on the dev
set. This gives a balance between specialisation of experts
and training convergence difficulty, as we find that too many
experts leads to an overfit. For the rest of our experiments,
we constructed our MOMP model with 8 motion primitives.

Ablation Study We next ablate our MOMP network to
highlight the importance of each proposed network at-
tribute. Table 2 shows Gloss to Pose model performance.
We first remove the randomness applied to the BCD train-
ing, as described in section 3.3 (MOMP - Rand). Model
performance is significantly degraded, resulting in 12.14
BLEU-4 on the dev set. This is due to the removal of any
ability for exploration in the expert update, F , step of BCD.

Removing BCD training entirely (MOMP - BCD) can
be seen to negatively impact model performance further,
to 10.85 BLEU-4. This is due to the combined update of
both gating network and expert parameters leading to an
unstable MoE model with non-specialised experts, as seen
in previous works [47, 56]. We additionally conduct ex-
periments with a simple EM training (MOMP + EM ), al-
ternating updates between the gating network, and a non-
sampled combination of motion primitives. However, this
still resulted in poor performance of 11.84 BLEU-4.

Removing the expert balance loss (MOMP - LB) results
in an unbalanced gating network that activates only a sin-
gle motion primitive. This means that the model does not
take full advantage of the multiple experts available for spe-
cialisation, resulting in a poor performance of 12.20 BLEU-
4. Removing the variance loss (MOMP - LV ) causes each
frame to have a combination of experts rather than a sparse
representation. This results in a blended output which re-
gresses to the mean, causing a non-expressive skeletal pose
and poor performance of only 11.88 BLEU-4.

DEV SET TEST SET
Approach: BLEU-4 ROUGE BLEU-4 ROUGE

MOMP 13.32 37.58 12.67 35.61
MOMP - Rand 12.14 35.67 11.93 35.45
MOMP - BCD 10.85 33.64 10.40 32.11
MOMP + EM 11.84 35.16 11.63 34.71
MOMP - LB 12.20 35.43 11.72 34.60
MOMP - LV 11.88 35.47 11.45 34.45

Table 2: Ablation study of MOMP performance for the
Gloss to Pose task.

Translation and Animation In our next set of experi-
ments, we switch to the full Text to Pose task. We exam-
ine the performance gain from adding the translation loss,
LT , alongside the animation loss, LA. As a baseline, we
trained a MOMP model solely with the animation loss and
with no gloss supervision, by setting the translation weight,
λT , to zero. We then jointly train for both translation and
animation, with various weightings between the losses.

Table 3 shows experiments on the loss weightings,
λT and λA. As can be seen, jointly training MOMP
on both translation and animation with equal weightings
(LT = LA = 1) significantly improves the back translation
performance to 13.72 BLEU-4. This demonstrates the value
of explicitly training on both the translation and anima-
tion sub-tasks. Increasing the translation loss weighting to
LT = 2 further increased performance to 14.03 BLEU-4,
with even larger translation losses degrading performance.
We believe this is due to a required balance between gloss
supervision and the ultimate SLP performance.

Baseline Comparison We compare the performance of
MOMP against 3 baseline SLP models: 1) Progressive
transformers [52], which applied the classical transformer
architecture to sign language production. 2) Adversarial
training [50], which utilised an adversarial discriminator to
prompt more expressive productions and 3) Mixture Den-
sity Networks (MDNs) [54], which modelled the variation
found in sign language using multiple distributions to pa-
rameterise the entire prediction subspace.

Loss Weights DEV SET TEST SET
λT λA BLEU-4 ROUGE BLEU-4 ROUGE

0.0 1.0 12.74 36.17 12.16 35.53

1.0 1.0 13.72 37.63 13.18 36.84
2.0 1.0 14.03 37.76 13.30 36.77
5.0 1.0 13.69 37.67 13.12 37.10
10.0 1.0 13.51 36.99 12.83 36.53

Table 3: Impact of different translation and animation loss
weightings on MOMP Text to Pose performance.
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DEV SET TEST SET
Approach: BLEU-4 BLEU-3 BLEU-2 BLEU-1 ROUGE BLEU-4 BLEU-3 BLEU-2 BLEU-1 ROUGE

Progressive Transformers [52] 11.93 15.08 20.50 32.40 34.01 10.43 13.51 19.19 31.80 32.02
Adversarial Training [50] 13.16 16.52 22.42 34.09 36.75 12.16 15.31 20.95 32.41 34.19

Mixture Density Networks [54] 13.14 16.77 22.59 33.84 39.06 11.94 15.22 21.19 33.66 35.19
MOMP (Ours) 13.32 16.71 22.67 34.21 37.58 12.67 16.03 22.02 33.95 35.61

Table 4: Back translation results on the PHOENIX14T dataset for the Gloss to Pose task.

DEV SET TEST SET
Approach: BLEU-4 BLEU-3 BLEU-2 BLEU-1 ROUGE BLEU-4 BLEU-3 BLEU-2 BLEU-1 ROUGE

Progressive Transformers [52] 11.82 14.80 19.97 31.41 33.18 10.51 13.54 19.04 31.36 32.46
Adversarial Training [50] 12.65 15.61 20.58 31.84 33.68 10.81 13.72 18.99 30.93 32.74

Mixture Density Networks [54] 11.54 14.48 19.63 30.94 33.40 11.68 14.55 19.70 31.56 33.19
MOMP (Ours) 14.03 17.50 23.49 35.23 37.76 13.30 16.86 23.27 35.89 36.77

Table 5: Back translation results on the PHOENIX14T dataset for the Text to Pose task.

Table 4 shows that MOMP achieves state-of-the-art
Gloss to Pose results of 13.32/12.67 BLEU-4 for the dev
and test sets, respectively. This shows the expressive sign
language sequences that can be produced from the anima-
tion sub-task, highlighting the effect of the learnt motion
primitives within the proposed MOMP network.

Text to Pose results are shown in Table 5, with MOMP
achieving 14.03/13.30 BLEU-4 for the dev and test sets, an
11%/14% improvement over the state-of-the-art. These re-
sults highlight the significant success of detaching the trans-
lation and animation sub-tasks for the ultimate task of SLP.

Furthermore, the performance in the Text to Pose task is
higher than the Gloss to Pose task. This is surprising and
significant for SLP, as Gloss to Pose is often quoted as the
simpler task [52]. We believe this is due to the wider context
available in spoken language compared to sign glosses. As
we are not forcing translation to go via a gloss bottleneck,
the model has access to more subtle grammatical cues for
sign production. Instead, we are using the gloss informa-
tion to supervise end-to-end training from spoken language.
This is important for scaling SLP to domains that have lim-
ited gloss annotations, which can be expensive to obtain.

Perceptual Study We perform a perceptual study of our
skeleton pose productions, showing participants pairs of
videos produced by MOMP and the state-of-the-art baseline
MDN model [54]. Participants were asked to select which
video had the best life-like motion, for the overall skeleton

Ours Baseline [54] No Pref.

Skeletons 49% 33% 18%
Hands 50% 36% 14%

Table 6: Perceptual study results, showing the percentage of
participants who preferred our outputs, the baseline output
or had no preference, for both overall skeleton and hands.

and specifically the hands. In total, 24 participants com-
pleted the study, of which 13% were signers. Table 6 shows
the percentage of participants who preferred our outputs,
the baseline outputs or had no preference between them for
both the overall skeleton and hands.

It can be clearly seen that our outputs were preferred
by participants compared to the baseline for both the over-
all skeleton (49%) and specifically the hands (50%), with
only 33% (skeleton) and 36% (hands) preferring the base-
line. This further suggests that the proposed MOMP net-
work produces expressive and life-like animations from the
combinations of learnt motion primitives.

4.2. Qualitative Evaluation

In this section we report qualitative results. Figure 3
shows signs produced from the source spoken language,
alongside the original video. The activated expert is shown
for each produced skeleton, highlighting the usage of mul-
tiple motion primitives over a full sequence. Expert 5 can
be seen to produce right handed motions, whereas expert 2
deals with downward motions of both hands.

Motion Primitives To evaluate the importance of each
motion primitive at test time, we selectively deactivate a
particular primitive and observe the visual results. Practi-
cally, we set the pre-softmax blending coefficient to minus
infinity, to force αk

1:U = 0. This required the model to acti-
vate the other experts for these frames.

We observe the output skeleton pose degrades to a mean
pose when expert k was intended to be activated, perform-
ing a non-expressive motion. We notice a particular affect
on the non-manual features that degrade to a significantly
worse output. In addition, we find an average performance
drop of 0.83 BLEU-4 when disabling a single motion primi-
tive. We believe this phenomenon is due to expert k becom-
ing specialised for the desired motion, meaning all other
experts were not trained to perform the motion.
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Figure 3: Qualitative results, showing a) Source spoken language, b) Produced sign pose sequence, c) Expert allocation per
frame and d) Original video for comparison.

Blending Coefficient Graphs Figure 4 shows some ex-
ample blending coefficients plotted per sequence. The
graphs show the blending coefficients of each weight per
frame of a sequence, with each expert plotted as a different
colour. As seen, different motion primitives are activated
for distinct sections of the sequences, combining unique
motions to create a continuous sign language sequence.

The balanced nature of the experts can be seen, as each
expert is represented over the sequences. This highlights
the effect of the balancing loss, LB, in ensuring the full
repertoire of experts is exploited. In addition, each frame
is represented by a single expert, showing the impact of the
variance loss, LV .

5. Conclusion

Even though SLP requires both an accurate translation
and expressive production, previous works have combined
these tasks into a single end-to-end architecture with one
unified loss function [52, 60, 68].

In this paper, we proposed separating the SLP task into
two distinct jointly-trained sub-tasks. The first transla-
tion sub-task translates from spoken language to sign lan-

guage representation, with explicit gloss supervision. Sub-
sequently, an animation sub-task produces expressive sign
language sequences that closely resemble the gloss repre-
sentation. Motivated by phonetics, we proposed a Mixture
of Motion Primitives (MOMP) architecture, a novel MoE
based network that learns to combine distinct motion prim-
itives to produce a continuous sign language sequence.

We evaluated MOMP on the PHOENIX14T dataset,
with perceptual studies showing that MOMP achieves the
best animation quality. We achieved state-of-the-art back
translation performance, and reported better SLP perfor-
mance for direct translation from text, i.e. Text to Pose,
compared to from gloss intermediaries, i.e. Gloss to Pose.
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