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Figure 1: We present a new approach for 3D reconstruction conditioned on sparse point clouds or low-resolution geome-
try. Rather than encoding the full generative process in the neural network, which can struggle to represent local detail, we
leverage an additional database of volumetric chunks from train scene data. For a given input, multiple approximate recon-
structions are first created with retrieved database chunks, which are then fused together with an attention-based blending –
facilitating transfer of coherent structures and local detail from the retrieved train chunks to the output reconstruction.

Abstract

3D reconstruction of large scenes is a challenging prob-
lem due to the high-complexity nature of the solution space,
in particular for generative neural networks. In contrast
to traditional generative learned models which encode the
full generative process into a neural network and can strug-
gle with maintaining local details at the scene level, we
introduce a new method that directly leverages scene ge-
ometry from the training database. First, we learn to syn-
thesize an initial estimate for a 3D scene, constructed by
retrieving a top-k set of volumetric chunks from the scene
database. These candidates are then refined to a final scene
generation with an attention-based refinement that can ef-
fectively select the most consistent set of geometry from the
candidates and combine them together to create an output
scene, facilitating transfer of coherent structures and local
detail from train scene geometry. We demonstrate our neu-
ral scene reconstruction with a database for the tasks of
3D super resolution and surface reconstruction from sparse
point clouds, showing that our approach enables genera-
tion of more coherent, accurate 3D scenes, improving on
average by over 8% in IoU over state-of-the-art scene re-
construction.

1. Introduction

3D scene reconstruction has been a long-standing prob-
lem in computer vision and graphics, and has recently seen a
renewed flurry of developments, driven by successes in gen-
erative neural networks [29, 28, 9, 30]. In particular, devel-
oping an effective geometric reconstruction is challenging
due to the dimensionality of the problem, and the simultane-
ous expressibility for local details as well as coherent, com-
plex global structures. In recent years, various approaches
have been developed for geometric reconstruction, encod-
ing the full generative process into a neural network. This
can result in difficulty in representing large-scale, complex
scenes, as all levels of detail must be fully encoded as part
of the generative network.

We thus propose to augment geometric reconstruction
with a database which our method learns to leverage at in-
ference time, and introduce a generative model that does
not need to encode the entire training data as part of the
network parameters. Instead, our model learns how to best
transfer structures and details from retrieved scene database
geometry.

We construct this database as geometric, cropped chunks
of 3D scenes from train scene data. Each chunk represents
clean, consistent, high-resolution geometry. We leverage
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these chunks as a basis for scene reconstruction.
To this end, we develop a neural 3D scene reconstruc-

tion approach to generate 3D scenes as volumetric distance
fields. This approach consists of two main steps: a top-k
nearest neighbor retrieval and combination for initial es-
timation, and a refinement stage to produce the higher-
quality, final reconstruction. Specifically, to generate a 3D
scene from an input condition (e.g., a noisy or sparse ob-
servation of a scene), we first learn to construct an initial
estimate of the scene as a combination of cropped volu-
metric chunks from the database. By providing an initial
estimate based on chunks of existing scene geometry, we
can more easily encourage consistent, sharp structures al-
ready seen in the existing scene geometry. Since these ini-
tial scene crop estimates may not be entirely locally consis-
tent with each other, we then refine this estimate to produce
a final scene reconstruction. The scene refinement is based
on patch-based attention which encourages the selection of
given scene chunk estimates where they suffice – maintain-
ing their clean details – and synthesizing refined geometry
otherwise.

By leveraging database retrieval in combination with a
generative model, our approach does not need to encode
the full train set for effective reconstruction, and facilitates
generation of globally coherent, high quality 3D scenes. We
demonstrate our approach on the tasks of 3D super resolu-
tion and 3D surface reconstruction from sparse point sam-
ples on both synthetic and real-world 3D scene data, show-
ing significant qualitative and quantitative improvement in
comparison to state-of-the-art reconstruction approaches.
Additionally, we show that our approach can also be applied
to other generative representations, in particular, to improve
implicit-based reconstruction.

In summary, our main contributions are:

• A neural 3D reconstruction technique that leverages
details present in a database of cropped scene chunks
for improving reconstructed geometry.

• A patch-wise attention-based refinement that robustly
fuse together details from the retrieved scene chunks.

2. Related Works
Learned 3D Shape Reconstruction. 3D shape recon-
struction is a long-standing problem in computer vision. We
refer readers to Szeliski [34] for a more comprehensive re-
view of the classic techniques. Recently, inspired by the
progress of deep learning for images, many developments
have been made in deep generative models for reconstruct-
ing 3D shapes, largely focusing on leveraging different ge-
ometric representations.

Early generative neural networks focused on voxel grids
as a natural extension of pixels, with a regular structure
well-suited for convolutions, but can struggle with cubic

growth in dimension [27, 38, 8, 11]. Multi-resolution rep-
resentations were proposed [16, 35] to address the cubic
complexity with hierarchical data structures. Rather than
operating on a regular grid, point cloud based approaches
propose to generate points only on the geometric surface
[13, 40], but do not encode structural connectivity. Mesh-
based approaches have also been proposed to efficiently
capture surface geometry while encoding connectivity, but
tend to rely on strong topological assumptions such as a
template mesh that is then deformed [37], or a small num-
ber of vertices for free-form generation [10]. Implicit rep-
resentations encoded directly by the neural network enable
modeling of a continuous surface, typically as binary occu-
pancies or signed distance fields [28, 29, 7]; such represen-
tations have seen notable success in modeling single objects
but can struggle to directly scale to scenes.

Learned 3D Scene Reconstruction. Compared to shape
reconstruction, scene-level reconstruction is significantly
more challenging due to the scale, variance, and complex-
ity of geometry. Several approaches have been proposed
to combine local implicit functions with a coarse volumet-
ric basis [19, 2, 30] to capture complex, large-scale scene
reconstructions. SG-NN [9] leverages a single, sparse vol-
umetric network for large-scale scene completion in a self-
supervised fashion. These approaches rely on encoding the
full generative process into network parameters, whereas
we leverage a basis of existing scene geometry, that does
not need to be fully encoded but rather refined to transfer
desired geometric characteristics from the valid scene ge-
ometry (e.g., clean structures, local details).

2D/3D Retrieval. Our approach is related to 2D image
retrieval and completion applications [12], where recent
work [32, 39] focuses on developing a CNN to automati-
cally retrieve relevant patches from a large collection of un-
ordered images. Note that memorization is also an active
area of research in language models [22].

For 3D retrieval, the pioneering work of Chen et al. [5]
proposed a 3D shape retrieval system based on visual sim-
ilarity. More recently, several works have been proposed
to leverage 3D CAD model retrieval to represent objects in
input images or 3D scans [25, 18, 1, 24, 17], but are lim-
ited to the objects in the CAD dataset, while we use our
retrieval as a basis for enabling more accurate reconstruc-
tion from learned selection and blending of retrieved scene
geometry.

3. Method
We formulate the problem as a general 3D reconstruc-

tion conditioned on inputs which can be spatially corre-
lated with the output scene. This can be instantiated into
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applications like 3D super-resolution from low-resolution
observations and surface reconstruction from a sparse set
of 3D point measurements. The proposed approach aug-
ments a generative model for synthesizing 3D scenes with
external knowledge in the form of a database of existing 3D
scene data. Specifically, a typical learning-based 3D recon-
struction function, fr, trains on pairs {xi,yi} of input and
ground truth 3D data, with a loss to measure the distance
between each fr(xi) and yi. At inference time, given an
unseen input xj , fr is applied as fr(xj) = ŷj , without us-
ing any additional information.

In contrast, our approach maintains the training data
{yi} to form a basis of an initial reconstruction estimate
during inference. An overview of our approach is visual-
ized in Fig. 1. We first learn to retrieve similar train data to
the input condition to construct multiple initial reconstruc-
tion estimates, xj → {y′

j}. We then refine these estimates
to produce the final reconstruction, xj , {y′

j} → yj . This
facilitates transfer of scene geometry characteristics such as
detail and global structures from train data to produce more
coherent and detailed output reconstructions.

We demonstrate our approach on the 3D reconstruction
tasks of super resolution and surface reconstruction from
points, learning to reconstruct a distance field representa-
tion of an output 3D scene from a low-resolution distance
field and point cloud, respectively. For a set of train scenes
{y ∈ RL×W×H}, we consider cropped scene chunks {yi ∈
Rl×w×h} as our additional knowledge database. We first
learn to map spatially corresponding input chunks {xi} to
these {yi} by constructing a shared embedding space be-
tween the xi and yi and retrieving the k nearest neighbors
for a new xj . These nearest neighbors then form candidates
for a scene reconstruction.

Based on the input condition and these candidates, which
comprise k distance fields for each chunk in the output
scene, we then learn to refine the initial estimates to a final
distance field scene reconstruction. The initial basis con-
structed by existing 3D scene data is composed of chunks
of valid local and global structures (e.g., flat walls or floors,
full structures as well as sharp details of objects), enabling
our refinement to more easily maintain these characteristics
in the output reconstruction. To encourage the transfer of
desired global structures and fine details to the final recon-
struction, we employ attention to help select the most mean-
ingful parts of the initial estimate. This facilitates coherent
reconstructions while maintaining local detail.

3.1. Estimating Reconstruction as a Composition of
Existing Scene Data

We first aim to approximate a scene reconstruction as
a composition of cropped chunks of existing scene data
from the database {yi}. By recomposing cropped chunks
of scene data, we can express diverse scene content while

Figure 2: Estimating reconstruction with database re-
trievals. (a) Input and target scenes are decomposed into
a total of n3 chunks each by unfold-n; input/target chunks
are embedded into a shared space which is trained using a
contrastive loss. The database is composed of embedded
target chunks from the train set, and used for retrieval for
new input queries. (b) For a new input, the k-NN retrieved
chunks create approximate reconstructions, which can then
be refined.

leveraging a basis of existing scene data. To construct
this approximation, we learn to retrieve k candidate chunks
from the database, providing a variety of candidate recon-
struction estimates that can be used to inform the final re-
construction refinement. These multiple candidates provide
alternatives to the following refinement stage, as we can-
not expect to have exactly corresponding chunk geometry
at test time. We show an overview of our retrieval-based
reconstruction estimation in Fig. 2.

To find the best candidate chunks from the database for
the corresponding part of the input, we learn to embed
chunks of input observations {xi} and target scene chunks
{yi} into a shared latent space, where top-k nearest neigh-
bor retrieval is then performed. We thus embed xi into a
64 dimensional latent space by passing it through a stack
of convolutional layers followed by a fully connected layer,
resulting in feature gxi

= gin(xi). We similarly embed the
corresponding target yi into a 64 dimensional latent space
by also passing it through a stack of convolutional layers
with a fully connected layer at the end, resulting in feature
gyi = gtgt(yi). Inspired by contrastive learning [15], we
construct the shared space using a normalized, temperature-
scaled cross entropy loss (NTXent) [6]:

LNTXent = − log
exp

(
gxi ·gyi/τ

)∑N
k=1 1[k ̸=i] exp

(
gxi ·gyi/τ ′(τ, yi, yk)

) (1)

where N denotes the number of samples in the minibatch,
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Figure 3: The input and reconstruction approximations are
passed through feature extractors. The resulting input fea-
ture grid is split into patches spatially aligned with the patch
features from the retrieval approximations, which are then
fused together with our attention blending network. Finally,
the patch-wise blended features are re-interpreted as a full
feature volume and decoded to output geometry.

1[k ̸=i] evaluating to 1 iff k ̸= i, and τ ∈ (0, 1] is a tempera-
ture parameter. This encourages similarly structured target
scene chunks to be retrieved for an input observation.

A minibatch may contain target chunk yk similar in ge-
ometry to the target chunk yi where k ̸= i. We thus use τ ′

to discourage heavy penalization in this scenario, by mak-
ing the temperature scaling to be a function of IoU between
the target chunks,

τ ′(τ, yi, yk) = τ + (1− τ)σ
(
a·IoU (yi, yk) + b

)
(2)

where a and b are constant shift and bias, and σ a sigmoid.

Retrieval Database. Once the networks have been
trained, the target chunks {yi} are all embedded as gyi into
the latent space to support chunk retrieval. Then for a new
input observation x, it is split into spatial chunks {xj}, for
which k nearest neighbors are found from gxj

by an ℓ2 dis-
tance metric. This provides k candidate reconstruction esti-
mates {y′}.

3.2. Reconstruction Refinement

Our initial retrieval-based reconstruction estimate pro-
vides a strong prior for global structures and fine-scale de-
tails in the scene, but the retrieved chunks may not be fully
locally consistent with each other. Therefore, we leverage
this estimated reconstruction to refine a globally coherent
reconstruction while maintaining local detail. We visualize
this refinement in Fig. 3. The input observation x and the
estimated retrieval-based reconstructions {y′} inform the fi-
nal refinement. The input is passed through a U-Net [33]-
based feature extractor fin to produce a grid of features,
which is split into a set of patch features. The retrieval ap-
proximations are first split into volumetric patches and are
passed through feature extractor fretr, analogously struc-

Figure 4: Feature similarity between input and retrieved
patch features informs attention scores. Attention weights
derived from the scores determine the contribution among
the retrievals. A learned blending function then fuses input
and retrieval features based on the max attention score.

tured as fin but smaller in parameters since it operates on
retrieved patches. Next, we blend together the features from
the input with those from corresponding retrieval approxi-
mations. We leverage a patch-based attention layer which
learns to select and blend the retrieved patches, based on
feature similarities to the spatially-corresponding features
from the input data. The resulting feature grid is finally
decoded with convolutions to output the reconstructed ge-
ometry.

Patch-based Attention. We leverage a patch-based atten-
tion to encourage selection of robust patches from the re-
trieved chunks to inform the final reconstruction, i.e., only
features that would most help the reconstruction are used.
The features from the input x and from the retrieval-based
reconstructions {y′} can be spatially aligned with each
other. To select the most relevant features, we consider
patches of these aligned features (with the patch size smaller
than the chunk size of the retrieval, as we want to be able
to select features within retrieved chunks); each patch of
the input then corresponds to k patches of retrieved chunks.
Similarity between input and retrieval patch features is then
computed in a lower-dimensional projection space, using
cosine similarity to compute attention scores. The process
is visualized in Fig. 4.

More formally, if pin and pretri are the input and re-
trieved patch features for the ith nearest neighbor retrieval,
the patched attention layer first computes the attention score
as

si = s(pin, pretri) = hin(pin) · hretr(pretri) (3)
where hin and hretr are networks implemented as MLPs
that project pin and pretri to a 32-dimensional normalized
space. The attention weights are computed as softmax of
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attention scores:

wi =
exp(Csi)∑k
j=1 exp(Csj)

(4)

where C is a hyperparameter controlling sharpness of the
softmax. C encourages selection over blending from the
k retrievals, in order to maintain the local detail present in
the retrieved patches. The total contribution due to the k
retrievals is then given by the attention weighted sum of re-
trieval features. Next, a learned blending function blends
the input patch feature with this weighted sum based on the
maximum attention score. That is, once we have the atten-
tion weights, the output from attention layer is given as

(1− β) pin + β

k∑
i=1

wi pretri (5)

with the blending coefficient given as
β = β(s1, s2, ..., sk) = sigmoid(c ·max

i
si + d), (6)

c and d are learnable shift and bias parameters. Intu-
itively, the attention weights determine which of the re-
trievals should contribute, while β determines how much
input features should contribute compared to retrieval fea-
tures. Finally, the blended patches are reinterpreted as a full
grid and decoded to an output distance field.

Refinement Loss. To train the refinement, we employ
a reconstruction loss on the final prediction as well as a
retrieval-reconstruction loss and attention loss:

Lref = Lrecon + λretr Lretr + λattn Lattn. (7)
Lrecon denotes the reconstruction loss on the final predicted
distance field yrecon with the ground truth distance field ygt
as an ℓ1 loss:

Lrecon = |yrecon − ygt|1. (8)
Lretr ensures that the refinement decoder continues to de-
code to the original distance field of the retrieved chunk
features:

Lretr = |fdec(fretr(yj))− yj |1 (9)
where yj is a chunk of ygt. Finally, attention embedding
space is supervised with

Lattn = NTXent(hin(pxj
), hretr(pyj

)) (10)
where NTXent is the normalized cross entropy loss, and
pyj

, pxj
are target and corresponding input patch features

respectively.

3.3. Implementation Details

For both tasks of 3D super-resolution and point cloud to
surface reconstruction, we use a 643 truncated distance field
(TDF) representation for the target geometry (larger scenes
are processed in a sliding window fashion in 643 windows),
which are converted to meshes by Marching Cubes [26].
We use a 163 chunk size in the target domain for retrievals,

resulting in 4× 4× 4 = 64 chunks per sample. The spatial
attention uses a smaller patch size of 43.

We use a temperature of 0.2 for the retrieval NTXent,
and 0.05 for the attention phase NTXent. We found that a
lower temprature works better for the smaller sized patches.
The refinement phase uses k = 4 retrieval approximations
for an input. The refinement loss coefficients λretr = 0.5
and λattn = 0.05 to bring the losses to similar magnitudes.

All networks are trained using Adam [23] with a learning
rate of 10−4. We use a batch size of 196 for retrieval train-
ing, and 8 for refinement. We train on a single NVIDIA
2080Ti for 150k iterations for retrieval (≈ 10 hours) and
350k iterations for refinement (≈ 40 hours)

4. Results
We demonstrate our approach on the tasks of 3D super-

resolution and surface reconstruction from sparse point
clouds, on both objects and scenes as well as synthetic
and real-world data. We evaluate on three datasets with
increasing complexity: ShapeNet [4] (synthetic shapes),
3DFront [14] (synthetic scenes) and Matterport3D [3] (real-
world 3D scans). For ShapeNet, we use the 13 class subset
and train/test split from [8]. For 3DFront, we use the scenes
which have furniture in a train/test split of 15000/2850
rooms. We use the official train/test split for Matterport3D
of 72/18 buildings and 1799/394 rooms.

Metrics. We evaluate the reconstructed geometry with 4
complementary metrics: Volumetric IoU (IoU), Chamfer ℓ1
Distance (CD) in meters, Normal Consistency (NC) as co-
sine distances and F-score (F1) at 1% window size thresh-
old. Additional evaluation details can be found in the ap-
pendix.

4.1. 3D Super Resolution

For the task of 3D super resolution, we consider low-
resolution geometry as input, and aim to reconstruct high-
resolution target geometry. We use input / target voxel sizes
of 0.434m / 0.054m for 3DFront, 0.15m / 0.0375m for Mat-
terport3D, and resolutions 83 / 643 for ShapeNet. For syn-
thetic and real-world 3D scenes of varying sizes, we operate
in a sliding window fashion with a stride of 64 voxels; we
similarly run all baselines in the same sliding fashion.

Comparison to state of the art. We compare to state-of-
the-art 3D generative approaches: SG-NN [9] which op-
erates on sparse volumetric data, IFNet [7] which learns
implicit reconstruction, and Convolutional Occupancy Net-
works [30] which uses a hybrid of volumetric convolutions
coupled with implicit decoders. While these methods en-
code the entire generative process in the network, we addi-
tionally use an explicit database that can assist the recon-
struction during inference. In Tab. 1, we show a quantita-
tive comparison; our ability to leverage strong priors from
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Method
ShapeNet 3DFront Matterport3D

IoU↑ CD×10−2↓ F1↑ NC↑ IoU↑ CD↓ F1↑ NC ↑ IoU↑ CD↓ F1↑ NC↑
SGNN 0.624 0.668 0.813 0.889 0.639 0.032 0.733 0.900 0.731 0.021 0.697 0.916
ConvOcc 0.648 0.726 0.838 0.906 0.631 0.033 0.711 0.901 0.584 0.027 0.542 0.879
IFNet 0.650 0.623 0.838 0.892 0.639 0.041 0.736 0.878 0.593 0.028 0.624 0.893
Ours 0.655 0.590 0.844 0.905 0.751 0.027 0.801 0.922 0.739 0.020 0.708 0.923

Table 1: Evaluation of reconstruction performance on 3D super-resolution on ShapeNet, 3DFront, and Matterport3D, with
8× higher target resolution for synthetic data and 4× higher resolution for real data.

Figure 5: 3D super resolution on 3DFront (top) and Matterport3D (bottom) datasets. In contrast to other approaches, our
method generates more coherent 3D geometry with sharper details.

retrieved scene data enables more effective reconstructions
of 3D scenes. We additionally show a qualitative compari-
son in Fig. 5; our approach maintains sharper detail which
is more easily propagated by retrieving priors from the train
set.

4.2. Surface Reconstruction

We additionally demonstrate our approach on the task
of surface reconstruction from point cloud data. Input
point clouds are obtained by randomly sampling 500 points
for each shape in ShapeNet, 1000 points per 3.453m3 for
3DFront, and 1000 points per 2.43m3 for Matterport3D.

Comparison to state of the art. We compare to the state-
of-the-art 3D generative approaches as in the 3D super-
resolution task (SG-NN [9], IFNet [7], Convolutional Oc-
cupancy Networks [30]), in addition to Screened Poisson
Surface Reconstruction (SPSR) [20, 21] and Local Implicit
Grids (LIG) [19]. All data-driven methods are trained on
our data. For our method, SG-NN, and IFNet which take
volumetric input, we consider the point cloud as a volumet-
ric occupancy grid (occupancy for voxels containing any
points). Tab. 2 shows a quantitative comparison, where

our learned use of train scene data through an attention-
based refinement provides more accurate geometric recon-
struction. Fig. 6 additionally shows that our reconstructions
more effectively capture both global structures and local de-
tails in the scenes.

4.3. Ablations

Effect of retrieval and attention-based refinement.
We evaluate the effect of our retrieval-based priors and
attention-based refinement in Tab. 3. We consider Retrieval
as the initial 1st nearest neighbor estimate provided by the
retrieved scene data, U-Net as a U-Net backbone styled
similar to our refinement (and similar number of parame-
ters to our refinement) but without using retrievals or at-
tention as there are no retrievals to attend to, and Naive
to be our retrieval and refinement using concatenation of
features instead of attention. A visualization is shown in
Fig. 7, with Retrieval appearing disjoint between different
retrieved chunks, U-Net producing over-smoothed results,
Naive providing more details but still suffering from over-
smoothing, and our method (with retrieval priors combined
with attention-based refinement) producing the most con-
sistent structure with local details defined.
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Method
ShapeNet 3DFront Matterport3D

IoU↑ CD×10−2↓ F1↑ NC↑ IoU↑ CD↓ F1↑ NC↑ IoU↑ CD↓ F1↑ NC↑
SPSR 0.333 3.225 0.523 0.852 0.204 0.438 0.267 0.755 0.234 0.105 0.245 0.841
LIG 0.589 0.751 0.767 0.872 0.566 0.041 0.673 0.886 0.546 0.034 0.576 0.868
SGNN 0.494 0.876 0.673 0.857 0.738 0.025 0.804 0.919 0.441 0.029 0.471 0.867
ConvOcc 0.600 0.779 0.765 0.913 0.565 0.037 0.667 0.905 0.419 0.034 0.420 0.859
IFNet 0.777 0.420 0.937 0.923 0.779 0.028 0.832 0.918 0.575 0.029 0.607 0.866
Ours 0.783 0.377 0.947 0.938 0.863 0.021 0.875 0.955 0.710 0.021 0.702 0.917

Table 2: Reconstruction performance on the point cloud to surface reconstruction on ShapeNet, 3DFront, and Matterport3D.

Figure 6: Point cloud to surface reconstruction on 3DFront (top) and Matterport3D (bottom) datasets. Our approach captures
more coherent structures and object details.

Effect of number of nearest neighbor retrievals. Tab. 4
shows the effect of increasing number of nearest neighbor
retrievals used as a prior for the scene reconstruction. With
more nearest neighbors, the attention-based refinement has
more candidates to select geometry from, improving perfor-
mance but with decreasing marginal gain.

Extending the database during test time. Our approach

can take advantage of new entries in the database without
retraining. Specifically, we conducted an experiment where
we train on a subset of 8 ShapeNet classes and evaluate it
on other 5 classes. In Tab. 5, we show that if we augment
the database with chunks from the train set of the 5 classes,
our method improves without retraining by leveraging bet-
ter retrievals. Note that the other baselines would need to
be retrained or refined to take advantage from new data.

Figure 7: Qualitative evaluation of our method (Ours) in comparison to 1st nearest neighbor retrieval (1-NN Retrieval), a
U-Net like network which doesn’t use retrievals (U-Net), and naive fusion of retrieved approximations during refinement
(Naive).
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Network
3D Super Resolution Surface Reconstruction

IoU↑ CD↓ F1↑ NC↑ IoU↑ CD↓ F1↑ NC↑
Retrieval 0.67 0.032 0.71 0.87 0.70 0.028 0.75 0.88
U-Net 0.68 0.029 0.77 0.91 0.83 0.024 0.85 0.94
Naive 0.71 0.028 0.77 0.91 0.84 0.023 0.86 0.96
Ours 0.75 0.026 0.80 0.92 0.86 0.021 0.88 0.96

Table 3: Our attention based refinement performs better in
comparison to not using any retrievals (U-Net) or naivly
fusing of retrievals during refinement (Naive) on 3DFront
dataset.

k IoU↑ CD↓ F1↑ NC↑ GPU
memory

0 0.684 0.029 0.773 0.909 2.3G
1 0.733 0.028 0.794 0.920 6.4G
2 0.741 0.027 0.797 0.923 7.9G
3 0.745 0.027 0.797 0.922 9.0G
4 0.751 0.027 0.801 0.922 9.9G

Table 4: Additional retrieval approximations help in im-
proving refinement quality, at the cost of higher GPU mem-
ory utilization during training. Evaluation performed on 3D
super-resolution task on 3DFront dataset.

Variant IoU↑ CD↓ F1↑ NC↑
Ours 0.478 0.034 0.601 0.811
Ours (extended DB) 0.579 0.029 0.743 0.825

Table 5: Extending the database on ShapeNet subset during
test time with additional new chunks leads to better recon-
struction quality without the need of retraining.

Method IoU↑ CD↓ F1↑ NC↑
IFNet 0.639 0.041 0.736 0.878
Ours (Implicit) 0.687 0.038 0.766 0.897

Table 6: Performance of an implicit variant of method that
extends IFNet. Evaluated on 3D super-resolution task on
3DFront dataset.

4.4. Implicit Reconstruction with a Database

We can also apply our approach to implicit networks
for 3D reconstruction by leveraging our retrieval estimates
as an initial reconstruction for implicit-based refinement.
We thus incorporate our retrieval-based reconstruction with
IFNet [7], maintaining our distance field database and in-
corporating the IFNet encoder (which also takes volumetric
input) as well as IFNet decoder. For additional architec-
ture details, we refer to the appendix. Tab. 6 shows that our
retrieval-based reconstruction on 3DFront super-resolution
task also helps to improve upon a learned implicit 3D re-
construction. Qualitative results are shown in Fig. 8.

Limitations. Our approach to leverage high-quality train
scene data for 3D reconstruction shows notable improve-
ments from state of the art; however, several limitations
remain. Our retrieval estimates and refinement operate
in two separate stages without gradient propagation from

Figure 8: Qualitative evaluation of the implicit variant of
our method on 3D super-resolution task on 3DFront dataset.

the final reconstruction to the retrieved scene data, result-
ing in possible suboptimal retrieval where the refinement
must compensate more; developing a differentiable k-NN
retrieval [31, 36] for refinement could bridge these discon-
nects. Additionally, by constructing our retrieval dictionary
from chunks of train scenes, our dictionary size can grow
quite large; we believe a learned dictionary could help to
construct the most informative characteristics to be lever-
aged for reconstruction. We refer to the appendix for visu-
alisation and discussion of limitations and failure cases.

5. Conclusion
We introduce a new approach to geometric scene recon-

struction, leveraging learned retrieval of train scene data
as a basis for attention-based refinement to produce more
globally consistent reconstructions while maintaining lo-
cal detail. By first constructing a reconstruction estimate
composed of train scene chunks, we can learn to propa-
gate desired geometric properties inherent in existing scene
data such as clean structures and local detail, through our
patch-based attention in the reconstruction refinement. This
produces more accurate scene reconstructions from low-
resolution or point cloud input, and opens up exciting av-
enues for exploiting constructed or even learned dictionar-
ies for challenging generative 3D tasks.
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