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Figure 1: Our method can generate infinite images of diverse and complex scenes that transition naturally from one into
another. It does so without any conditioning and trains without any supervision from a dataset of unrelated square images.

Abstract

In this work, we develop a method to generate infinite
high-resolution images with diverse and complex content.
It is based on a perfectly equivariant patch-wise genera-
tor with synchronous interpolations in the image and latent
spaces. Latent codes, when sampled, are positioned on the
coordinate grid, and each pixel is computed from an inter-
polation of the neighboring codes. We modify the AdaIN
mechanism to work in such a setup and train a GAN model
to generate images positioned between any two latent vec-
tors. At test time, this allows for generating infinitely large
images of diverse scenes that transition naturally from one
into another. Apart from that, we introduce LHQ: a new
dataset of 90k high-resolution nature landscapes. We test
the approach on LHQ, LSUN Tower and LSUN Bridge and
outperform the baselines by at least 4 times in terms of qual-
ity and diversity of the produced infinite images. The project
website is located at https://universome.github.io/alis.

1. Introduction
Modern image generators are typically designed to syn-

thesize pictures of some fixed size and aspect ratio. The

real world, however, continues outside the boundaries of
any captured photograph, and so to match this behavior,
several recent works develop architectures to produce in-
finitely large images [29, 10, 57], or images that partially
extrapolate outside their boundary [25, 43, 57].

Most of the prior work on infinite image generation fo-
cused on the synthesis of homogeneous texture-like patterns
[20, 2, 29] and did not explore the infinite generation of
complex scenes, like nature or city landscapes. The critical
challenge of generating such images compared to texture
synthesis is making the produced frames globally consis-
tent with one another: when a scene spans across several
frames, they should all be conditioned on some shared in-
formation. To our knowledge, the existing works explored
three ways to achieve this: 1) fit a separate model per scene,
so the shared information is encoded in the model’s weights
(e.g., [29, 40, 53, 11]); 2) condition the whole generation
process on a global latent vector [57, 25, 43]; and 3) predict
spatial latent codes autoregressively [10].

The first approach requires having a large-resolution
photograph (like satellite images) and produces pictures
whose variations in style and semantics are limited to the
given imagery. The second solution can only perform some
limited extrapolation since using a single global latent code
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Figure 2: Illustration of our alignment procedure. We po-
sition initial latent codes (anchors) on the 2D coordinate
space and compute latent code wx for each position x as a
linear interpolation between its two neighboring anchors.

cannot encompass the diversity of an infinite scenery (as
also confirmed by our experiments). The third approach
is the most recent and principled one, but the autoregres-
sive inference is dramatically slow [15]: generating a single
2562 image with [10]’s method takes us ⇠10 seconds on a
single V100 GPU.

This work, like [10], also seeks to build a model with
global consistency and diversity in its generation process.
However, in contrast to [10], we approach the problem from
a different angle. Instead of slowly generating local latent
codes autoregressively (to make them coherent with one
another), we produce several global latent codes indepen-
dently and train the generator to connect them.

We build on top of the recently proposed coordinate-
based decoders that produce images based on pixels’ co-
ordinate locations [28, 25, 43, 1, 5] and develop the above
idea in the following way. Latent codes, when sampled,
are positioned on the 2D coordinate space — they consti-
tute the “anchors” of the generation process. Next, each
image patch is computed independently from the rest of the
image, and the latent vector used for its generation is pro-
duced by linear interpolation between nearby anchors. If
the distance d 2 R between the anchors is sufficiently large,
they cover large regions of space with the common global
context and make the neighboring frames in these regions
be semantically coherent. This idea of aligning latent and
image spaces (ALIS) is illustrated in Figure 2. An impor-
tant ingredient of our setup is the use of Fourier coordinate
embeddings [42, 45], which provide crucial positional in-
formation and help to model high-frequency details. We
inherit their design from INR-GAN [43].

Our model is GAN-based [14] and the generator is
trained to produce plausible images from any position in
space. This is in high contrast to existing coordinate-based
approaches that generate samples only from [0, 1]2 coordi-
nates area, which constitutes a single frame size. To make
the model generalize to any position in space, we do not in-
put global coordinates information. Instead, we input only
its position relative to the neighboring anchors, which, in
turn, could be located arbitrarily on the x-axis.

We utilize StyleGAN2 architecture [24] for our method

and modify only its generator component. Originally, Style-
GAN2 passes latent vectors into the decoder by modulating
and demodulating convolutional weights — an adjustment
of adaptive instance normalization layer (AdaIN) [18]. For
our generator, we redesign AdaIN to make it work with
the coordinate-based latent vectors and develop Spatially-
Aligned AdaIN (SA-AdaIN), described in Sec 3. Our
model is trained in a completely unsupervised way from a
dataset of unrelated square image crops, i.e. it never sees
full panorama images or even different parts of the same
panorama during training. By training it to produce real-
istic images located between arbitrary anchors describing
different content (for example, mountains and a forest), it
learns to connect unrelated scenes into a single panorama.
This task can be seen as learning to generate camera transi-
tions between two viewpoints located at semantically very
different locations.

We test our approach on several LSUN categories and
Landscapes HQ (LHQ): a new dataset consisting of 90k
high-resolution nature landscape images that we introduce
in this work. We outperform the existing baselines for all
the datasets in terms of infinite image quality by at least 4
times and at least 30% in generation speed.

2. Related work
Coordinates conditioning. Coordinates conditioning

is the most popular among the NeRF-based [33, 30] and
occupancy-modeling [32, 6, 26] methods. [35, 4, 41]
trained a coordinate-based generator that models a volume
which is then rendered and passed to a discriminator. How-
ever, several recent works demonstrated that providing posi-
tional information can help the 2D world as well. For exam-
ple, it can improve the performance on several benchmarks
[28, 1] and lead to the emergence of some attractive prop-
erties like extrapolation [25, 43] or super-resolution [43, 5].
An important question in designing coordinate-based meth-
ods is how to embed positional information into a model
[50, 13]. Most of the works rely either on raw coordi-
nates [28, 57] or periodic embeddings with log-linearly dis-
tributed frequencies [33]. [42, 45] recently showed that us-
ing Gaussian distributed frequencies is a more principled
approach. [38] developed a progressive growing technique
for positional embeddings.

Infinite image generation. Existing works on infinite
image generation mainly consider the generation of only
texture-like and pattern-like images [20, 2, 11, 29, 39], mak-
ing it similar to procedural generation [37, 34]. SinGAN
[40] trains a GAN model on a single image and is able to
produce its variations. Generating infinite images with di-
verse, complex and globally coherent content is a more in-
tricate task since one needs to seamlessly connect both lo-
cal and global features. LocoGAN [57] and Taming Trans-
formers (TT) [10] generate images with arbitrary aspect ra-
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tio and hence can be used for infinite image generation.
LocoGAN [57] uses a single global latent code, which leads
to content repetition (see Fig 7). TT [10] produces latent
codes autoregressively which makes the generated content
more diverse, but at the expense of being slower at test-
time. [27] proposes both a model and a dataset to generate
a sequence of images along a camera trajectory from a sin-
gle RGB frame. Our approach shares some resemblance to
image stitching [44], but instead of concatenating existing
images without seams, we generate from scratch an infinite
panorama. [21] constructed an infinite image by performing
image retrieval + stitching from a vast image collection.

Image extrapolation. Another close line of research is
image extrapolation (or image “outpainting” [54, 49]), i.e.,
predicting the surrounding context of an image given only
its part. The latest approaches in this field rely on using
GANs to predict an outlying image patch [16, 46, 51]. The
fundamental difference of these methods compared to our
problem design is the reliance on an input image as a start-
ing point of the generation process.

Adaptive Normalization. Instance-based normalization
techniques were initially developed in the style transfer lit-
erature [12]. Instance Normalization [47] was proposed to
improve feed-forward style transfer [48] by replacing con-
tent image statistics with the style image ones. CIN [9]
learned separate scaling and shifting parameters for each
style. AdaIN [18] developed the idea further and used shift
and scaling values produced by a separate module to per-
form style transfer from an arbitrary image. Similar to
StyleGAN [23], we use AdaIN [18] without shifting to in-
put latent information to the generator. But in contrast to its
setup, we compute the scale weights by interpolating nearby
latent codes using their coordinate positions instead of us-
ing global ones for the whole image.

Equivariant models. [55] added averaging operation to
a convolutional block to improve its invariance/equivariance
to shifts. [36] explored natural equivariance properties in-
side the existing classifiers. [8] developed a convolutional
module equivariant to sphere rotations, and [7] generalized
it to other symmetries. In our case, we manually construct
a model to be equivariant to shifts in the coordinate space.

3. Method
We build upon StyleGAN2 [24] architecture and modify

only its generator G as illustrated in Fig 4. All the other
components, including discriminator D, the loss terms, and
the optimization procedure, are left untouched.

To produce an image with our generator, we first need to
sample anchors: latent codes that define the context in the
space region in which the image is located. In this work, we
consider only horizontal infinite image generation. Thus
we need only three anchors to define the context: left an-
chor wl, center anchor wc and right anchor wr. Following

! = 0.7 ! = 0.7 ! = 1.45 ! = 1.45

" = 0 " = 1/2 " = 1

Figure 3: Our generator has the equivariance property by
construction: we depict three samples with the coordinate
shifts of 0, 1/2 and 1, respectively, and this makes the re-
sulted output move accordingly. As highlighted by dash cir-
cles, pixel values are equal when their coordinates are equal
(up to numerical precision) for different samples. Sam-
ples remain of the same quality and diversity for any shift
s 2 (�1,1).

StyleGAN2, we produce a latent code w with the mapping
network w ⇠ F(z) where z ⇠ N (0, Idz ).

To generate an image, we first need to define its location
in space. It is defined relative to the left anchor wl by a
position of its left border � 2 [0, 2 · d�W ], where d is the
distance between anchors and W is the frame width. In this
way, � gives flexibility to position the image anywhere be-
tween wl and wr anchors in such a way that it lies entirely
inside the region controlled by the anchors. During training,
wl,wc,wr are positioned in the locations �d, 0, d respec-
tively along the x-axis and � is sampled randomly. At test
time, we position anchors wi at positions 0, d, 2d, 3d, ... and
move with the step size of � = W along the x-axis while
generating new images. This is illustrated in Figure 5.

Traditional StyleGAN2 inputs a latent code into the de-
coder via an AdaIN-like [18] weight demodulation mecha-
nism, which is not suited for our setup since we use differ-
ent latent codes depending on a feature coordinate position.
This forces us to modify it into Spatially-Aligned AdaIN
(SA-AdaIN), which we describe in Sec 3.2.

Our generator architecture is coordinate-based and, in-
spired by [25], we generate an image as 16 independent
vertical patches, which are then concatenated together (see
B for the illustration). Independent generation is needed
to make the generator learn how to stitch nearby patches
using the coordinates information: at test-time, it will be
stitching together an infinite amount of them. Such a de-
sign also gives rise to an attractive property: spatial equiv-
ariance, that we illustrate in Figure 3. It arises from the
fact that each patch does not depend on nearby patches,
but only on the anchors wl,wc,wr and its relative coor-
dinates position �. At each generator block, we concatenate
coordinates information, represented as Fourier positional
embeddings [42, 45]. We inherit coordinate layers without
changes from the INR-GAN [43] repository.
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Figure 4: Illustration of our proposed generator. In this il-
lustration, we omit some standard StyleGAN2 layers that
are not essential for our architecture to not clutter the ex-
position. The full architecture is provided in Appendix
B. CoordConst and CoordConv3x3 are analogs of Style-
GAN2’s Const and Conv3x3 blocks, but with coordinates
embeddings concatenated to the hidden representations (the
same way as in INR-GAN [43]).

3.1. Aligning Latent and Image Spaces

The core idea of our model is positioning global latent
codes (anchors) on the image coordinates grid and slowly
varying them with linear interpolation while moving along
the plane. In this way, interpolation between the latent
codes can be seen as the camera translation between the
scenes corresponding to neighboring anchors. We call those
anchors global because each one of them influences many
frames. The idea for 1D alignment (i.e., where we move
only along a single axis) is illustrated on Figure 2.

Imagine that we need to generate a pixel or intermedi-
ate feature value v at position (x, y) 2 R2. A traditional
generator would produce a latent code w and generate the
value based on it: v(x, y) = G(x, y;w). But in our case,
we make the latent code be dependent on x (it’s trivial to
generalize it to be dependent on both x and y):

v(x, y) = G(x, y;wx), (1)

where wx is computed as a linear interpolation between the

! ~ "(0, #) Mapping Network
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Figure 5: Inference process of our model at test time for
d = 2W (i.e. the distance between anchors is twice larger
than the frame width). We sample new anchors wi on the
fly at positions 0, d, 2d, 3d, .... Since only relative positional
information is provided to the decoder, we can decode im-
ages at any location x 2 (�1,1).

nearby anchors wa and wb at positions a, b 2 R:

wx = ↵wa + (1� ↵)wb, (2)

and ↵ is the normalized distance from x to b: ↵ = (b �
x)/(b� a).

In this way, latent and image spaces become aligned with
one another: any movement in the coordinate space spurs
movement in the latent space and vice versa. By training
G to produce images in the interpolated regions, it implic-
itly learns to connect wa and wb with realistic inter-scene
frames. At test time, this allows us to connect any two in-
dependent wa and wb into a single panorama by generating
in-between frames, as can be seen in Figure 1.

3.2. Spatially Aligned AdaIN (SA-AdaIN)
Our G architecture is based on StyleGAN2’s generator,

which uses an AdaIN-like mechanism of modulating the
decoder’s convolutional weights. This mechanism is not
suited for our setup since one cannot make convolutional
weights be dependent on the coordinate position efficiently.
That is why we develop a specialized AdaIN variation that
can be implemented efficiently on modern hardware.

AdaIN [18] works the following way: given input h 2
Rc⇥s2 of resolution s

2 (for simplicity, we consider it to be
square), it first normalizes it across spatial dimensions and
then rescales and shifts with parameters �,� 2 Rc:

AdaIN(h,�,�) = � · h� µ(h)

�(h)
+ � (3)
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where µ(h),�(h) 2 Rc are mean and standard deviation
computed across the spatial axes and all the operations are
applied element-wise. It was shown that dropping the shift-
ing operation does not affect the performance much [24]:

AdaIN0(h,�) = � · h/�(h) (4)

thus we build on top of this simplified version of AdaIN.
Our Spatially-Aligned AdaIN (SA-AdaIN) is an analog

of AdaIN’ for a scenario where latent and image spaces are
aligned with one other (as described in Sec 3.1), i.e. where
the latent code is different depending on the coordinate po-
sition we compute it in. This section describes it for 1D-
case, i.e., when the latent code changes only across the hor-
izontal axis, but our exposition can be easily generalized to
the 2D case (actually, for any N -D).

While generating an image, ALIS framework uses
wl,wc and wr to compute the interpolations wx for the
required positions x. However, following StyleGAN2, we
input to the convolutional layers not the “raw” latent codes
w, but style vectors � obtained through an affine transform
� = A`w + b` where ` denotes the layer index. Since a
linear interpolation and an affine transform are interchange-
able, from the performance considerations we first compute
�l,�c,�r from wl,wc,wr and then compute the interpo-
lated style vectors �x instead of interpolating wl,wc,wr

into wx immediately.
SA-AdaIN works the following way. Given anchor style

vectors �l,�c,�r, image offset �, distance d between the
anchors and the resolution of the hidden representation
s, it first computes the grid of interpolated styles � =
[�1,�2, ...,�s] 2 Rs⇥c, where:

�k =

(
d���k/s

d �l +
�+k/s

d �c, if � + k/s > d

2d���k/s
d �c +

�+k/s�d
d �r, otherwise

(5)

This formulation assumes that anchors �l,�c,�r are located
at positions �d, 0, d respectively.

Then, just like AdaIN’, it normalizes h to obtain h̃ =
h/�(h). After that, it element-wise multiplies � and h,
broadcasting the values along the vertical positions:

[SA-AdaIN(x,�l,�c,�r, �)]k = �k · [h/�(h)]k, (6)

where we denote by [·]k the k-th vertical patch of a variable
of size s⇥ 1⇥ c. Note that since our G produces images in
a patch-wise fashion, we normalize across patches instead
of the full images. Otherwise, it will break the equivariance
and lead to seams between nearby frames.

SA-AdaIN is illustrated in Figure 6.

3.3. Which datasets are “connectable”?
As mentioned in [10], to generate arbitrarily-sized im-

ages, we want the data statistics to be invariant to their spa-
tial location in an image. This means that given an image

×
normalize

"

(a) AdaIN without shifting [24]

!!

!"
!#

! = "

"

Γ!

×
normalize

#

(b) Spatially-Aligned AdaIN

Figure 6: Top: AdaIN [18] without shifting (as explored
in [24]). Bottom: Spatially-Aligned AdaIN (SA-AdaIN).
Style vectors �`,�c,�r are positioned on the 2D coordinate
grid and a style vector in each location is computed as a
linear interpolation between neighboring anchors. For both
AdaIN and SA-AdaIN, we broadcast styles’ dimensions in
the multiplication operation to match the input tensor shape.

patch, one should be unable to confidently predict which
part of an image it comes from. However, many datasets
either do not have this property (like FFHQ [23]) or have
it only for a small number of images. To check if images
in a given dataset have spatially invariant statistics and to
extract a subset of such images, we developed the following
simple procedure. Given a dataset, we train a classifier on
its patches to predict what part of an image a patch is com-
ing from (we allocate < 10% of the dataset to do this). If
a classifier cannot do this easily (i.e., the accuracy is low),
then the dataset does have spatially invariant statistics. To
extract a subset of images with spatially invariant statistics,
we measure the classifier’s confidence on each image and
select those for which its confidence is low. The details are
in Appendix C.
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(a) Taming Transformers [10] for unconditional generation (the original paper mainly focused on the conditional generation from semantic
masks/depth maps/etc).

(b) LocoGAN [57] in the StyleGAN2 [24] framework + Fourier positional embeddings [42, 45]. The method generates realistic scenes,
but has repeated content.

(c) ALIS (ours). The method generates diverse infinite scenes without repetition or stitching artifacts.

Figure 7: Qualitative comparison between different methods on LHQ and LSUN Tower. More samples are in Appendix F.

4. Landscapes HQ dataset

We introduce Landscapes HQ (LHQ): a dataset of
90k high-resolution (� 10242) nature landscapes that we
crawled and preprocessed from two sources: Unsplash
(60k) and Flickr (30k). We downloaded 500k of images in
total using a list of manually constructed 450 search queries

and then filtered it out using a blacklist of 320 image tags.
After that, we ran a pretrained Mask R-CNN to remove
the pictures that likely contain objects on them. As a re-
sult, we obtained a dataset of 90k high-resolution images.
Finally, we manually filtered out 10k images to construct
LHQ-base: a landscapes dataset that is guaranteed to in-
clude only high-quality images. The details are described
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Figure 8: Varying distance d between the anchors for LSUN
Tower and LHQ datasets. Larger distance leads to better
per-frame image quality, but produces repetitions artifacts
as depicted on Figure 10.

Figure 9: Failure cases of our method: 1) top 2 rows —
connecting too different anchors (like close-by water and
far-away mountains); and 2) bottom 2 rows — content rep-
etitions (which arise due to the usage of periodic positional
embeddings [45, 42]).

in Appendix D.

5. Experiments
Datasets. We test our model on 4 datasets: LSUN Tower

2562, LSUN Bridge 2562 and LHQ 2562 (see Sec 4). We
preprocessed each dataset with the procedure described in
Algorithm 1 in Appendix C to extract a subset of data with
(approximately) spatially invariant statistics. We empha-
size that we focus on infinite horizontal generation, but
the framework is easily generalizable for the joint verti-
cal+horizontal infinite generation. We also train ALIS on
LHQ 10242 to test how it scales to high resolutions.

Evaluation. We use two metrics to compare the meth-
ods: a popular FID measure [17] and our additionally pro-
posed 1-FID, which is used to measure the quality and di-

Figure 10: A problem of using large distance d between
the anchors (in the above case, model was trained with d =
16). Though it improves per-frame image quality, the model
starts repeating itself during the generation process. For all
the datasets, we use the preprocessing procedure described
in Sec 3.3.

Figure 11: ALIS allows to resample any part of an image
without breaking its “connectivity”: frames are still consis-
tent both locally and globally.

versity of an “infinite” image. It is computed in the follow-
ing way. For a model with the output frame size of 2562, we
first generate a very wide image of size 256⇥(50000 ·256).
Then, we slice it into 50000 frames of size 2562 without
overlaps or gaps and compute FID between the real dataset
and those sliced frames. We also compute a total number of
parameters and inference speed of the generator module for
each baseline. Inference speed is computed as a speed to
generate a single frame of size 2562 on NVidia V100 GPU.

Baselines. For our main baselines, we use two methods:
Taming Transformers (TT) [10] and LocoGAN [57]. For
LocoGAN, since by default it is a small model (5.5M pa-
rameters vs ⇡50M parameters in StyleGAN2) and does not
employ any StyleGAN2 tricks that boost the performance
(like style mixing, equalized learning rate, skip/resnet con-
nections, noise injection, normalizations, etc.) we reimple-
mented it on top of the StyleGAN2 code to make the com-
parison fair. We also replaced raw coordinates conditioning
with Fourier positional embeddings since raw coordinates
do not work for (�1,1) range and were recently shown
to be inferior [42, 45, 43, 1]. We called this model Loco-
GAN+SG2+Fourier. Besides the methods for infinite image
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Table 1: Scores for different models on different datasets in terms of FID and 1-FID. “N/A” denotes “not-applicable”.

Method Bridge 2562 Tower 2562 Landscapes 2562 Speed #paramsFID 1-FID FID 1-FID FID 1-FID
Taming Transformers [10] 56.06 58.27 50.16 51.32 61.95 64.3 9981 ms/img 377M
LocoGAN [57]+SG2+Fourier 9.02 264.7 8.36 381.1 7.82 211.2 74.7 ms/img 53.7M
ALIS (ours) 10.24 10.79 8.83 8.99 10.48 10.64 53.9 ms/img 48.3M

w/o coordinates 13.21 13.92 10.32 10.17 12.63 13.07 46.8 ms/img 47.1M
StyleGAN2 (config-e) 7.33 N/A 6.75 N/A 3.94 N/A 32.4 ms/img 47.1M

generation, we compute the performance of the traditional
StyleGAN2 as a lower bound on the possible image gener-
ation quality on a given dataset.

Each model was trained on 4 v100 GPUs for 2.5 days,
except for TT, which was trained for 5 days since it is a
two-stage model: 2.5 days for VQGAN and then 2.5 days
for Transformer. For TT, we used the official implemen-
tation with the default hyperparameters setup for uncon-
ditional generation training. See Appendix E for the de-
tailed remarks on the comparison to TT. For StyleGAN2-
based models, we used config-e setup (i.e. half-sized high-
resolution layers) from the original paper [24]. We used
precisely the same training settings (loss terms, optimizer
parameters, etc.) as the original StyleGAN2 model.

Ablations. We also ablate the model in terms of how
vital the coordinates information is and how distance be-
tween anchors influences generation. For the first part,
we replace all Coord-* modules with their non-coord-
conditioned counterparts. For the second kind of ablations,
we vary the distance between the anchors in the coordinate
space for values d = 1, 2, 4, 8. This distance can also be
understood as an aspect ratio of a single scene.

Results. The main results are presented in Table 1, and
we provide the qualitative comparison on Figure 7. To
measure 1-FID for TT, we had to simplify the procedure
since it relies on GroupNorm in its decoder and generated
500 images of width 256 ⇥ 100 instead of a single image
of width 256 ⇥ 50000. We emphasize, that it is an eas-
ier setup and elaborate on this in Appendix E. Note also,
that the TT paper [10] mainly focused on conditional im-
age generation from semantic masks/depths maps/class in-
formation/etc, that’s why the visual quality of TT’s samples
is lower for our unconditional setup.

The 1-FID scores on Table 1 demonstrate that our pro-
posed approach achieves state-of-the-art performance in the
generation of infinite images. For the traditional FID mea-
sured on independent frames, its performance is on par with
LocoGAN. However, the latter completely diverges in terms
of infinite image generation because spatial noise does not
provide global variability, which is needed to generate di-
verse scenes. Moreover, we noticed that LocoGAN has
learned to ignore spatial noise injection [23] to make it eas-

ier for the decoder to stitch nearby patches, which shuts off
its only source of scene variability. For the model with-
out coordinates conditioning, image quality drops: visu-
ally, they become blurry (see Appendix F) since it is harder
for the model to distinguish small shifts in the coordinate
space. When increasing the coordinate distance between
anchors (the width of an image equals 1 coordinate unit),
traditional FID improves. However, this leads to repetitious
generation, as illustrated in Figure 10. It happens due to
short periods of the periodic coordinate embeddings and an-
chors changing too slowly in the latent space. When most of
the positional embeddings complete their cycle, the model
has not received enough update from the anchors’ move-
ment and thus starts repeating its generation. The model
trained on 10242 crops of LHQ achieves FID/1-FID scores
of 10.11/10.53 respectively and we illustrate its samples in
Figure 1 and Appendix F.

As depicted in Figure 9, our model has two failure
modes: sampling of too unrelated anchors and repetitious
generation. The first issue could be alleviated at test-time
by using different sampling schemes like truncation trick
[3, 24] or clustering the latent codes. A more principled ap-
proach would be to combine autoregressive inference of TT
[10] with our ideas, which we leave for future work.

One of our model’s exciting properties is the ability to
replace or swap any two parts of an image without breaking
neither its local nor global consistency. It is illustrated in
Figure 11 where we resample different regions of the same
landscape. For it, the middle parts are changing, while the
corner ones remain the same.

6. Conclusion

In this work, we proposed an idea of aligning the latent
and image spaces and employed it to build a state-of-the-art
model for infinite image generation. We additionally pro-
posed a helpful 1-FID metric and a simple procedure to
extract from any dataset a subset of images with approxi-
mately spatially invariant statistics. Finally, we introduced
LHQ: a novel computer vision dataset consisting of 90k
high-resolution nature landscapes.
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