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Abstract

The fluctuation of the water surface causes refractive
distortions that severely downgrade the image of an under-
water scene. Here, we present the distortion-guided net-
work (DG-Net) for restoring distortion-free underwater im-
ages. The key idea is to use a distortion map to guide net-
work training. The distortion map models the pixel dis-
placement caused by water refraction. We first use a physi-
cally constrained convolutional network to estimate the dis-
tortion map from the refracted image. We then use a gen-
erative adversarial network guided by the distortion map to
restore the sharp distortion-free image. Since the distortion
map indicates correspondences between the distorted image
and the distortion-free one, it guides the network to make
better predictions. We evaluate our network on several real
and synthetic underwater image datasets and show that it
out-performs the state-of-the-art algorithms, especially in
presence of large distortions. We also show results of com-
plex scenarios, including outdoor swimming pool images
captured by drone and indoor aquarium images taken by
cellphone camera.

1. Introduction
Underwater scenes, when observed in air, suffer from

strong distortion artifacts due to refraction caused by the
wavy water surface. Restoring the true underwater images
by removing the refractive distortions can benefit numerous
tasks in underwater exploration and outer-space expedition
(by extending to remove the atmospheric distortions).

However, it is non-trivial to remove the refractive distor-
tions because 1) the geometric deformations are highly non-
rigid and discontinuous due to the non-linear light trans-
port through the wavy water surface, and 2) fast-evolving
waves also cause blurriness in the image. Classical ap-
proaches usually take a long sequence of images (or video)
of a static underwater scene, and rely on the mean/median
images [31, 30] or the “lucky patch” [16, 14], which hap-
pens to be free from distortion in a certain frame, to restore
the latent distortion-free image. As these methods require

Figure 1. We design a physics-based distortion-guided network for
underwater image correction. Our method predicts the distortion-
free image, given three distorted underwater images.

video input of a static scene, they cannot be used for images
captured on a moving platform (for example, an underwater
vehicle). The seminal work of [34] presents a model-based
tracking method to undistort underwater images. But their
parametric model cannot be easily tuned and applied to arbi-
trary waves. Most recently, Li et al. [28] propose a learning-
based method to correct refractive distortions using a sin-
gle image. This work demonstrates great potential of using
deep neural networks to tackle the challenging problem of
refractive distortion removal. But this network does not ac-
count for physical constraints and requires a large training
set (over 300k images from the ImageNet [10]).

In this paper, we present the distortion-guided network
(DG-Net) for restoring distortion-free underwater images.
The key idea is to use a distortion map to guide network
training. The distortion map models the pixel displace-
ment caused water refraction. As the distortion map reveals
correspondences between the distorted and distortion-free
images, we can use it to guide the network to make bet-
ter predictions. We first use convolutional neural network
(CNN) to estimate the distortion map from the refracted im-
age. Specifically, we design training losses that follow the
physical model of refractive distortions. We also exploit the
temporal consistency of the distortion map by taking three
sequential images as input. We use three parallel CNNs
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Figure 2. The overall architecture of DG-Net. It consists of two subnets: a convolutional network for estimating the refractive distortions
(Dis-Net) and a distortion-guided generative adversarial network for restoring the distortion-free image (DG-GAN). Note that we have
three CNN networks in Dis-Net which takes each of three inputs. The generator and discriminator of DG-GAN are represented by G and
D, respectively. F and B denotes forward and backward mapping of images.

to generalize features from each input, and then use recur-
rent layers to refine the CNN-predicted distortion maps by
enforcing the temporal consistency among them. We can
use the estimated distortion map to correct slight refrac-
tive distortions. Since large distortion are non-invertible
(due to many-to-one mapping), we then use a distortion-
guided generative adversarial network (GAN) to recover
sharp distortion-free image. The distortion map is used to
guide the training of both generator and discriminator of the
GAN. Our network is trained on a synthetic refracted image
dataset, with patterns that resemble the underwater scenes.

We evaluate the DG-Net on our own synthetic dataset
and several real captured underwater image datasets [24,
33, 34]. The results show that our method out-performs the
state-of-the-arts [23, 24, 28, 30, 34], especially in presence
of large distortions. Compared with the model-based meth-
ods [24, 34, 30], we do not need long video sequence of a
static underwater scene to achieve accurate reconstruction.
Although we still take three images to exploit the temporal
constraints, the images can be captured with the burst mode
in a very short time interval. Our method can therefore be
used for dynamic scenes such as videos from a flying drone
and videos of aquatic scenes with moving objects. Com-
pared with the learning-based methods [23, 28], our net-
work requires fewer training data (around one tenth in size),
but achieves better accuracy in presence of large distortions
and generalizes well on real scenes.

2. Related Work
Recovering underwater images. The problem of recov-
ering faithful underwater images is critical to underwater
imaging. Early solutions [14, 27] take the mean/median
of a distorted image sequence to approximate the latent
distortion-free image. Although these methods work well
on weak distortions, the mean image becomes blurry in

presence of large distortions. Another popular class of
methods rely on finding and stitching the “lucky patches”
to recover the latent distortion-free image. Many solu-
tions such as clustering [11, 12], manifold embedding [14],
and Fourier-based averaging [39] are proposed to locate the
“lucky patch” in the input sequence. The seminal work of
[34, 35] presents a model-based tracking method to restore
underwater images. Oreifej et al. [30] propose a two-step
algorithm that first iteratively aligns the distorted images to
the mean image and then denoises the estimation with low-
rank constraint. More recently, James et al. [24] propose
a compressed sensing (CS) solver for underwater image
restoration by tracking a few salient feature points across
the frames of a video sequence of the submerged scene. All
these methods require a long sequence of distorted images
(∼60 to 100 frames) as input and cannot work for single or
few images. Li et al. [28] propose a generative adversarial
network to correct refractive distortions using a single im-
age. In this work, our proposed network consider the phys-
ical model of refractive distortions, and use the distortion
maps as training guidance. Our method can recover high
quality distortion-free image with three input images.

Estimating pixel displacement between images. The
problem of estimating pixel displacement has been ex-
tensive studied in motion/flow estimation. Most methods
[19, 2] in this category consider rigid motion and estimate
the displacement vectors through matched corresponding
features. Recent trend is to use deep neural networks
to tackle this problem. The FlowNet [5, 13, 29] is pro-
posed to estimate the shift between two consecutive images.
Kanazawa et al. [25] propose the WarpNet to match invari-
ant features between cross-category images. However, the
refractive distortions caused by wavy water is highly non-
rigid and it is difficult to find invariant features from the
distorted images. Xue et al. [41] adapt the classical opti-
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cal flow to estimate small refractive distortions caused by
hot air or gas. In this work, we propose a physically con-
strained convolutional network with recurrent layers to es-
timate large refractive distortions caused by wavy water.

Image-to-image generation. The generative adversarial
networks (GANs) [17] have shown great success in solving
image-to-image generation problems, such as image super-
resolution [40, 4, 45, 38], denoising [47, 43, 6], deblur-
ring [26, 46], inpainting [9, 37], etc. The key idea is to
use an adversarial discriminator network (discriminator) to
pit against the generative network (generator) and force the
generator to produce realistic images. Most existing GANs
are trained with images of natural scenes [28, 3, 42, 8] or
human faces [44, 36, 20], and usually is trained on a large
dataset (with millions of images). In contrast, our GAN is
trained with patterns that resemble the underwater environ-
ment. In addition, we use the refractive distortions to guide
the training of both generator and discriminator. As result,
our network requires fewer training data (∼ 50k images),
but can achieve better accuracy.

3. Proposed Method

We consider the setting that a camera is looking at the
underwater scene through the wavy water surface. The cap-
tured images therefore suffer from refractive distortions.
Assume J is the true image of the underwater scene un-
affected by the water waves, our goal is to estimate a
distortion-free image Ĵ that appears close to J from the cap-
tured distorted images I .

We propose a distortion-guided network (DG-Net) to
tackle this problem. Specifically, ground truth distortion
maps are used to guide the training of our networks. The
overall structure of our network is shown in Fig. 2. Our DG-
Net has two subnets: a convolutional network for estimat-
ing the refractive distortions (Section 3.1) and a distortion-
guided generative adversarial network for restoring the
distortion-free image (Section 3.2). The two subnets are
trained separately. Notice that although our network takes
three sequential images {It}3t=1 as input, we only output
one distortion-free image for the last frame (I3). The first
two frames are used for enforcing the temporal consistency
of our distortion estimation. Unlike classical methods that
require a video of static scene, our method can be used for
moving scenes as the three sequential images can be cap-
tured with the burst mode in a very short time interval.

3.1. Distortion Estimation

We first use a distortion estimation network (Dis-Net) to
predict the distortion map between the input distorted image
and the latent distortion-free image. Our Dis-Net considers
the physical model of refractive distortions and use tempo-
ral constraints to improve the estimation accuracy.

Figure 3. Illustration of refractive distortion. I and J are dis-
torted and distortion-free images respectively; p1, q1 and p2, q2

are two pairs of corresponding pixels; h0 is the average water sur-
face height, and h1 is the height at the pixel p1; n1 and n2 are
normal vectors; w1 and w2 are distortion vectors.

Refractive distortion model. Given a distorted image I
and the true distortion-free image J , we define a distortion
map W = {wi}Mi=1 (where wi ∈ R2 is per-pixel distortion
vector and M is the total number of pixels) to represent
the the pixel displacement between I and J caused by the
refraction of water-air interface. wi can then be written as:

wi = qi − pi (1)

where pi ∈ R2 is a pixel in I , and qi ∈ R2 is a pixel in J .
qi maps to pi through refraction.

Since the refractive distortion is caused by the fluctu-
ation of water surface, the amount of distortion (or pixel
placement) is naturally related to the water surface height.
By applying the first-order approximation of the Snell’s law,
Tian and Narasimhan derive that the distortion vector wi has
linear relationship with the gradient of surface height [34].
The mapping from the surface height map H = {hi}Mi=1

(where hi ∈ R is a height value) to the distortion map W
can be written as:

W = f(H) = α∇H (2)

where ∇. = [ ∂.∂x ,
∂.
∂y ] is the gradient operator, and α =

h0(1 − 1
n ) is a constant scalar determined by the average

surface height h0 and the refractive index n. The inverse
mapping from W to H can then be found by integrating the
distortion vectors:

H = f−1(W ) = h0 +

∫∫
x,y

∇Hdxdy

=
α · n
n− 1

+

∫∫
x,y

W

α
dxdy (3)

As surface normals are related to the 2D height gradients,
we can also derive the normal map N = {ni}Mi=1 (where
ni ∈ R3 is a normal vector) from the distortion map W as:

ni = γi[−
wi(x)

α
,−wi(y)

α
, 1] (4)

where γi = 1/∥ni∥ is a normalization factor.
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Given the surface height map H and the distortion-free
image J , the ground truth distortion map W can be found
by backward tracing rays from the image plane through the
water surface to the underwater image J , as shown in Fig. 3.
We use the ground truth distortion maps as well as physics-
based losses derived from our refraction model to guide the
training of the Dis-Net.
Network structure. The Dis-Net takes three distorted im-
ages {It}3t=1 as input, and output one distortion map pre-
diction Ŵ for the last frame (I3). The network consists of
three concatenated convolutional neural networks (CNNs)
followed by two recurrent layers (see Fig. 2).

Note that our network can be easily modified to take
arbitrary number of images (by adding or reducing the
CNN branches). We find that three images are sufficient to
achieve decent performance even in presence of large dis-
tortions. Adding more input images results in more network
parameters, but the performance gain is marginal.

The structure of a CNN branch is shown in Fig. 2. Each
CNN estimate a distortion map from one distorted image.
The encoder of our CNN is made up of standard stacked
convolutional layers with max-pooling. The decoder uses
variational refinement [13] to preserve fine details in the dis-
tortion map. Specifically, at each layer, we concatenate the
transpose-convolved feature map, the corresponding feature
map from the encoder, and an intermediate distortion map
output by the current feature map. The intermediate dis-
tortion maps are compared with downsampled ground truth
maps using our training losses.

The three distortion maps {Ŵ t}3t=1 output from the
CNNs are concatenated as a temporal sequence and fed into
two stacked convolutional LSTM layers with batch normal-
ization. The convolutional LSTM layers transmit hidden
states from previous time frames to learn the temporal de-
pendencies [32]. By exploiting the temporal consistency
among the distortion maps, the prediction accuracy is fur-
ther improved, which is shown in the ablation study (see
Section 4.3).
Loss functions. The Dis-Net takes ground truth distortion
free image (J), distortion map (W ) and surface height map
(H) for training. We design loss functions following the
refractive distortion model. Our loss functions consists of
three terms: the distortion map loss, the refraction loss, and
the consistency loss.

The distortion map loss has three components. For each
component, we use the scale-invariant error function [15] to
measure the difference between two distortion maps:

ε(W,W ∗) =
1

M

M∑
i=1

(wi − w∗
i )

2 − 1

2M2
(

M∑
i=1

(wi − w∗
i ))

2

(5)

where wi is a distortion vector in W ; w∗
i is a distortion vec-

tor in W ∗; M is the total number of pixels.

Figure 4. Illustration of forward F and backward mapping B.
In presence of large distortions, backward mapping alone with
the correct distortion map are insufficient to obtain an accurate
distortion-free image.

Intuitively, we compare the predicted distortion map Ŵ
with the ground truth one and calculate the error ε(W, Ŵ ).
Since the distortion map is directly related to water surface
depth and normal, we consider two additional errors that are
constrained by the physical models. Specifically, by apply-
ing Eq. 2 to H , we can obtain another distortion map WH

converted from the ground truth height. We compare Ŵ
with WH to enforce their consistency. By applying Eq. 3
and Eq. 4 to Ŵ , we can map our predicted distortion map
to its corresponding height map Ĥ and normal map N̂ . We
can then apply backward ray tracing and obtain a new dis-
tortion map WĤ . We compare WĤ with the ground truth
map W . Since our converted height Ĥ is accurate, the two
map should be consistent. In sum, our distortion map loss
can be written as LW = α1ε(W, Ŵ ) + α2ε(WH , Ŵ ) +
α3ε(W,WĤ), where α1,2,3 are weighting factors.

The refraction loss minimizes the difference between the
input image I and the distorted image IŴ traced with the
height map Ĥ mapped from Ŵ . We use the l2 norm as
error metric: ε

l2
(I, I∗) = 1

M

∑
(I − I∗)2. Our refraction

loss is therefore written as LR = ε
l2
(I, IĤ).

The consistency loss enforces consistent estimations
from the three parallel CNNs. As three inputs {It}3t=1 are
captured in a short time interval, we assume their latent
distortion-free images are the same. Specifically, we use the
predicted distortion maps {Ŵ t}3t=1 to undistort their corre-
sponding inputs by applying Eq. 1 and obtain {Ĵ t

Ŵ t
}3t=1.

We use the l2 error to compare pairwise difference among
{Ĵ t

Ŵ t
}3t=1. The consistency loss is therefore written as

LC = 1
3

∑3
t,s=1 εl2

(Ĵ t
Ŵ t

, Ĵs
Ŵ s

).
We combine LW , LR, and LC to train the Dis-Net. The

training is performed end-to-end. The CNNs and the recur-
rent layers use different sets of weights for the losses.
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3.2. Image Restoration

Given the estimated distortion map Ŵ , we propose a
distortion-guided adversarial network (DG-GAN) to esti-
mate the distortion-free image Ĵ . By directly applying Ŵ to
undistort the input distorted image I , we can obtain an inter-
mediate image ĴŴ = B(I, Ŵ ), where B refers to backward
mapping:

B(I,W ) = I(p − w) (6)

We use this warped image ĴŴ as input to the DG-GAN.
Although ĴŴ appear less distorted than I , some large dis-
tortions cannot be inverted as several pixels in J may map
to one pixel in I through refraction as shown in Fig. 4.

Our DG-GAN has similar structure to the conditional
GAN [23], but adopts distortion-guided training losses. The
generator G uses the “U-Net” as base architecture. It has 6
convolutional layers in the encoder and 6 deconvolutional
layers with skip connections in the decoder. G’s goal is
to produce distortion-free images Ĵ that cannot be distin-
guished from “real” by the discriminator. G is trained with
both the l1 and l2 losses that force its output to appear sim-
ilar to the ground truth distortion-free image J . The l1
loss encourages less blurring and help to generate sharper
image. In addition, we can apply the ground truth dis-
tortion map W on G’s output to obtain a distorted image
ÎG = F(G(ĴŴ ),W ), where F refers to forward mapping:

F(I,W ) = I(p + w) (7)

If G’s output appears similar to J , then ÎG should be consis-
tent with the input distorted image I . The loss function for
training G is therefore written as:

LG =
1

M
(
∑

|G(ĴŴ )− J |

+
∑

(G(ĴŴ )− J)2 +
∑

(ÎG − I)2) (8)

The discriminator D is adversarially trained to iden-
tify the “fake” hallucinated images from generator. Our
D is formed with 6 modules of the form convolution-
BatchNorm-ReLu modules [22]. Besides learning a map-
ping from the input ĴŴ to the distortion-free image J , the
network also learns to predict whether the distortion con-
straint is satisfied. Specifically, we apply the ground truth
distortion map W to ĴŴ , the discriminator D then favors
predictions that appear closer to input distorted image I , in-
stead of the forward mapping result ÎG of G’s output. The
objective function of our DG-GAN can be written as:

LGAN(G,D) =E[logD(ĴŴ , J)] + E[logD(F(ĴŴ ,W ), I)]

+ E[log(1−D(ĴŴ ,G(ĴŴ ))]

+ E[log(1−D(F(ĴŴ ,W ), ÎG))] (9)

The corrected distortion-free image is then optimized as
Ĵ = argmin

G
max
D

LGAN.

Figure 5. Sample images of our synthetic underwater image
dataset. From left to right, we show the ground truth (GT)
distortion-free image, GT height map, GT distortion map, and the
refraction image.

4. Experiments

In this section, we evaluate our DG-Net on both synthetic
and real underwater image datasets. Specifically, we com-
pare our method with competitive state-of-the-art methods,
and perform ablation studies on our network.

4.1. Network Training

Data preparation. Our DG-Net is trained on a synthetic
underwater dataset. We generate the dataset using physics-
based modeling and rendering. Specifically, we use par-
tial derivative equations derived from the Navier-Stokes to
model the water waves. We consider waves with various
heights and fluctuations to create distortions of different
scales. To show that our method is robust to different types
of water wavefronts, we simulate three types of waves: rip-
ple waves, ocean waves, and Gaussian waves. More details
of these wave equations can be found in the supplementary
material. Fig. 5 shows exemplary water distortion images
and their corresponding distortion maps and height maps.

The distortion-free underwater images are chosen from
the Describable Textures Dataset (DTD) [7]. DTD contains
a broad range of realistic texture images. We select a subset
from the DTD, whose appearance resembles the underwater
scenes (for example, pool tiles, sea plants, pebbles, etc.). In
addition, we add ∼ 500 various text images to our set as un-
derwater patterns. Altogether, our dataset contains ∼63k
distorted refraction images, generated from 6354 unique
distortion-free images (or reference pattern). We keep 10
consecutive frames per wave. For each refraction image,
we provide the ground truth distortion-free image, distor-
tion map, and height map of the water surface. We divide
our dataset as 70% for training (43,600), 15% for validation
(9980), and 15% for testing (9960). Note that all the waves
and reference patterns are non-overlapping among the train-
ing set, validation set, and testing set.
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Figure 6. Visual comparison with the state-of-the-arts on real captured datasets: the TianSet [34] (top), the JamesSet [24] (middle), and the
ThapaSet [33] (bottom). Here Tian-10, Oreifej-10, and James-10 refer to using a 10-frame sequence as input to the methods [34], [30], and
[24], respectively. Please see our supplementary material for more visual comparison results.

Implementation details. We implement our network with
TensorFlow [1]. The overall network (DG-Net) has around
50 million trainable parameters, which includes 3.1 million
for the Dis-Net, 41 million for the generator of DG-GAN,
and 6.9 million for the discriminator of DG-GAN. All com-
putations are performed with a desktop computer with Xeon
E5-2620 CPU and two NVIDIA GTX 1080 Ti GPUs.

The DG-Net is trained in two steps. We first train the dis-
tortion estimation network (Dis-Net) on the synthetic train-
ing set. We set the weights ∼ 0.55, ∼ 0.25, and ∼ 0.15 for
the distortion map loss LW , refraction loss LR, and consis-
tency loss LC , respectively. We use the Adam optimizer to
train the network. We use batch size 64 for both training
and validation with the learning rate of 10−4. We train the
network with the loss functions described in Section 3.1 for
60 epochs until converge.

We then train the distortion-guided generative adversar-
ial network (DG-GAN) for restoring the distortion-free im-
age. We first use the estimated distortion map to backward
map the distorted image to an intermediate undistorted im-
age, and then use it as input to the DG-GAN. We use the
Adam optimizer to train DG-GAN with a fixed learning rate
of 2 × 10−4. We train the network with the loss functions
described in Section 3.2 for around 400 epochs that suffices
to produce good predictions.

4.2. Comparison with the State-of-The-Arts

We compare our methods with the state-of-the-art un-
derwater image restoration methods [34, 30, 23, 28, 24].
Specifically, Tian and Narasimhan [34], and Oreifej et al.
[30] are two classical model-based approaches. Tian and

Narasimhan[34] use parametric models of distortion to re-
store the images. Oreifej et al. [30] perform per-frame reg-
istration with the mean image. James et al. [24] is a recently
proposed compressed sensing (CS) solver for underwater
image restoration. All these methods require a long input
sequence to achieve good performance.

Isola et al. [23] and Li et al. [28] are learning-based
methods for image generation/restoration. Isola et al. [23]
is a general-purpose pixel-to-pixel image generation net-
work. It has good performance on style transfer, image
coloring and inpainting. Li et al. [28] is an adversarial
network specifically for restoring refracted images, trained
with ∼300k images from the ImageNet.

Testing datasets. We perform experiments on four dataset
(one synthetic and three real): 1) SynSet: our own syn-
thetic dataset with 9960 testing images (generated with 996
different reference patterns); 2) TianSet: a real captured
dataset by Tian and Narasimhan [34]; 3) JamesSet: a real
captured dataset by James et al. [24], in which we test on
three videos: Cartoon, Elephant, and Eye; and 4) Tha-
paSet: a real captured dataset by Thapa et al. [33]. The
TianSet contains four real captured videos with refractive
distortions. The four sequences use different reference pat-
terns and each sequence has 61 frames. In our experiments,
we also test Tian et al. [34], Oreifej et al. [30] and James
et al. [24] on shorter sequences with 10 consecutive frames.
We take three real underwater scenes from the ThapaSet.
We also test [34], [30], and [28] on the ThapaSet for further
comparisons. We perform both qualitative and quantitative
evaluations on the image restoration results.
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Methods PNSR↑ SSIM↑ SSD↓ SSDG↓

Sy
nS

et Isola et al. 18.680 0.300 0.0136 0.0068
Li et al. 19.250 0.425 0.0118 0.0055

DG-Net (Ours) 24.069 0.800 0.0039 0.0019

Ti
an

Se
t

Tian-61 16.778 0.810 0.0210 0.0107
Tian-10 16.402 0.740 0.0229 0.0112

Oreifej-61 20.457 0.820 0.0090 0.0047
Oreifej-10 15.884 0.550 0.0258 0.0125
Isola et al. 10.008 0.400 0.0998 0.0490

Li et al. 10.087 0.510 0.0985 0.0486
James-61 20.223 0.753 0.0095 0.0049
James-10 16.556 0.721 0.0221 0.0109

DG-Net (Ours) 19.586 0.840 0.0110 0.0056

Ja
m

es
Se

t

Tian-61 17.099 0.787 0.0195 0.0095
Tian-10 15.086 0.574 0.0310 0.0153

Oreifej-61 15.272 0.765 0.0297 0.0141
Oreifej-10 14.948 0.559 0.0315 0.0150

Li et al. 12.226 0.662 0.0599 0.028
James-61 20.779 0.927 0.0084 0.0041
James-10 16.785 0.512 0.0209 0.0098

DG-Net (Ours) 20.227 0.902 0.0095 0.0052

T
ha

pa
Se

t

Tian-61 23.187 0.827 0.0048 0.0029
Tian-10 22.076 0.909 0.0062 0.0031

Oreifej-61 23.372 0.875 0.0046 0.0025
Oreifej-10 20.506 0.903 0.0089 0.0034

Li et al. 21.426 0.950 0.0072 0.0020
James-61 26.778 0.948 0.0210 0.0013
James-10 23.979 0.935 0.0401 0.0019

DG-Net (Ours) 26.021 0.951 0.0251 0.0013

Table 1. Quantitative comparison with the state-of-the-arts.

Evaluation metrics. We use four standard image qual-
ity/ similarity metrics for quantitative evaluation: 1) Peak
Signal-to-Noise Ratio (PSNR) [21], 2) Structural Similarity
Index (SSIM) [18], 3) Sum Squared Difference (SSD) [30],
and 4) SSD in Gradient (SSDG) [30]. See our supplemen-
tary material for equations of these metrics.

Comparison results. Fig. 6 shows the qualitative compar-
isons between our method and the state-of-the-arts. We
show comparison results on three real captured datasets.
Please see our supplementary material for more visual com-
parison results on both synthetic and real datasets. Note that
here we show results for Tian and Narasimhan [34], Oreifej
et al. [30], and James et al. [24] with 10 input frames (re-
ferred to as Tian-10, Oreifej-10 and James-10 in Fig. 6).
We can see that their recovered images are severely down-
graded because the input sequence is too short. We can also
see that our method, which uses only three input frames,
outperforms all the other methods in terms of distortion cor-
rection capacity and image sharpness, and produces results
with the best visual quality. For qualitative comparisons
with [34, 30, 24] using 61 input frames, please refer to our
supplementary material.

Figure 7. Comparison on the “in-the-wild” data. The top two rows
are from the aquarium scene captured by a cellphone camera. The
bottom row is from the pool scene captured by a drone camera.

Table 1 shows quantitative comparisons of all methods
on both the synthetic and real captured datasets (SynSet,
TianSet, JamesSet and ThapaSet). For fair comparison,
Isola et al. [23] is trained on our dataset. We can see that
this general purpose GAN [23] does not work well on re-
fractive distortion correction. Our method achieves the best
performance on most of the metrics. It’s worth noting that in
TianSet, the PSNR of our results is lower than some model-
based methods [30, 24] with 61 input frames on several
datasets because the PSNR favors blurry images. From the
qualitative comparison, we can see that our results are much
sharper than those methods and in fact have better visual
appearance. Also, some of our results have higher SSIM
but lower PSNR. This is because PSNR and SSIM have
different degrees of sensitivity to different forms of image
degradation. For the task of distortion correction, the esti-
mated distortion-free might have slight misalignment. As
our results are usually sharp, such misalignment may lead
to drastic decrease in PSNR. On the other hand, SSIM is
window-based and less sensitive to the misalignment.

“In-the-wild” experiments. The existing methods refrac-
tive distortion correction [24, 34, 30] are mostly tested on
static and planar image patterns because they require long
sequence to restore the underwater image. However, in real
scenarios, either the viewing camera or the underwater ob-
jects might be moving. To evaluate the robustness of our
method on these challenging scenarios, we perform exper-
iments under two settings 1) a moving camera looking at
a static underwater scene and 2) a stationary camera look-
ing at a dynamic underwater scene. For the first setting,
we use the DJI Mavic Mini drone camera to capture videos
(at 60 fps) of an outdoor swimming pool with static un-
derneath patterns (see Fig. 1). For the second setting, we
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Methods Image Restoration
PSNR↑ SSIM↑ SSD↓ SSDG↓

Dis-NetW 15.010 0.358 0.0315 0.0162
Dis-NetR 17.853 0.407 0.0164 0.0089
Dis-NetC 18.090 0.422 0.0155 0.0077
Dis-Net 20.015 0.610 0.0099 0.0052
DG-Net 24.069 0.800 0.0039 0.0019

Table 2. Quantitative ablation on physics-based loss terms.

use a cellphone camera to capture videos (at 120 fps) of an
indoor aquarium with swimming fish. We compare our re-
sults with Li et al. [28] and James et al. [24] (with 10 input
frames). The results are shown in Fig. 7 (more results are
included in the supplementary material). We can see that
our method works well on these challenging scenarios. In
particular, our restoration results have consistent fish shape
in the aquarium scenes. While Li et al. [28] fails to correct
some distortions, and results of James et al. [24] are blurry.

4.3. Ablation Studies

Effect of the physical constrains. We first perform abla-
tive experiments on the physics-based loss terms described
in Section 3.1 to show their effectiveness. We compare
our full network (DG-Net) with the Dis-Net (without the
distortion-guided GAN), and three variants of the Dis-Net:
1) Dis-NetW , which removes the last two terms of LW (no-
tice that these terms are constrained by our physical model);
2) Dis-NetR, which removes the refraction loss LR in Dis-
Net; and 3) Dis-NetC , which removes the consistency loss
LC in Dis-Net. The quantitative comparisons are shown in
Table 2. Qualitative comparisons are shown in our supple-
mentary material. We can see that all loss terms contribute
to improve our network performance.

Effect of the temporal constraint. To evaluate the effect
of the temporal constraint, we create a single input version
(DG-Net-S) of our full network by removing the recurrent
layers and keeping only one CNN branch. Here we com-
pare with Li et al. [28], as it takes a single image as input.
We perform experiments on the SynSet. In addition to the
recovered images, we also compare the estimated distortion
map. We use the root mean square error (RMSE) and the
absolute relative error (Abs Rel) to evaluate the distortion
map estimation. The quantitative comparison is shown in
Table 3. We can see that our full network achieves the best
performance. Even our single input version achieves better
result than Li et al. [28]. We therefore conclude that using
the recurrent layer to exploit temporal consistency helps im-
prove the performance.

Effect of refraction distortion constraint. To evaluate the
effect of using distortion map as guidance, we create two
variants of our network: 1) our network without distortion
guidance (noted as ours w/o DG) and 2) our network with-

Methods Distortion Map Image Restoration
RMSE↓ AbsRel↓ PSNR↑ SSIM↑ SSD↓ SSDG↓

Li et al. 0.1089 0.082 19.251 0.425 0.0118 0.0055
DG-Net-S 0.0872 0.070 21.198 0.500 0.0076 0.0041
DG-Net 0.0624 0.038 24.069 0.800 0.0039 0.0019

Table 3. Quantitative ablation on the temporal consistency.

Figure 8. Comparisons with respect to the distortion levels.

out the DG-GAN (that leaves the Dis-Net alone). We com-
pare our full network with the two variants, as well as Li et
al. [28] and Isola et al. [23]. Experiments are performed on
refracted images with different distortion levels. We cate-
gorize the SynSet into seven distortion levels (where level 0
indicates distortion-free, and level 7 indicates the strongest
distortions). We quantify the distortion level using the av-
erage magnitude of the distortion map of the input image.
Fig. 8 compares the PSNR of recovered images from all
methods at different distortion levels. See our supplemen-
tary material for details on how we compute the distortion
levels and the visual comparison results. We can see that, in
contrast to the other methods without distortion guidance,
our method stays relatively robust for all distortion levels.
Although certain distortions still persist when the input im-
ages have high level of distortions, our method still largely
improve the image quality and make the underwater scene
discernible. This is especially important for text scenes.

5. Conclusions

We presented a physically constrained distortion-guided
network (DG-Net) for correcting refractive distortions. We
first use a convolutional network that exploits the physical
model of refractive distortions for estimating the distortion
map. We then use a GAN to restore sharp distortion-free
image by using the estimated distortion map as guidance.
Experimental results demonstrated that our method gener-
alizes well on real scene and has the capacity of handling
challenging scenarios.
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