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Abstract

Turn-taking has played an essential role in structuring
the regulation of a conversation. The task of identifying the
main speaker (who is properly taking his/her turn of speak-
ing) and the interrupters (who are interrupting or react-
ing to the main speaker’s utterances) remains a challeng-
ing task. Although some prior methods have partially ad-
dressed this task, there still remain some limitations. Firstly,
a direct association of Audio and Visual features may limit
the correlations to be extracted due to different modalities.
Secondly, the relationship across temporal segments help-
ing to maintain the consistency of localization, separation
and conversation contexts is not effectively exploited. Fi-
nally, the interactions between speakers that usually con-
tain the tracking and anticipatory decisions about transition
to a new speaker is usually ignored. Therefore, this work in-
troduces a new Audio-Visual Transformer approach to the
problem of localization and highlighting the main speaker
in both audio and visual channels of a multi-speaker con-
versation video in the wild. The proposed method ex-
ploits different types of correlations presented in both vi-
sual and audio signals. The temporal audio-visual rela-
tionships across spatial-temporal space are anticipated and
optimized via the self-attention mechanism in a Transformer
structure. Moreover, a newly collected dataset is introduced
for the main speaker detection. To the best of our knowl-
edge, it is one of the first studies that is able to automati-
cally localize and highlight the main speaker in both visual
and audio channels in multi-speaker conversation videos.

1. Introduction
Although human beings possess capabilities of localiz-

ing and separating sounds from noisy environments, we still
have trouble following a conversation with noises, back-
ground voices, or interruptions from other speakers. Either

∗ denotes equal contributions

Figure 1. Given a multi-speaker video, our Audio-Visual Trans-
former can localize and highlight the main speaker in both visual
and audio channels. (Best viewed in color)

with blind audio separation [42, 53, 62, 60, 70] or visual-
aid audio separation [4, 6, 13, 31, 33, 35, 39, 48, 43, 57, 61,
65, 66] approaches, this outlier separation task still remains
a challenge in the wide conditions beyond the lab settings.
The problem becomes especially harder when dealing with
unknown numbers of speakers in an audio. Nachmani et
al. [54] make a comparison between methods and show
how hard it is to separate voices when the number of sound
sources increases. Existing methods achieve high perfor-
mance with inputs from multiple microphones. Some meth-
ods assume a clean set of single source audio examples are
available for supervision [2, 28, 71, 72]. In practice, rather
than solely trying to separate voices of all speakers in a con-
versation and determining “who-spoke-when”, we tend to
give more attentions to the main speaker, i.e. who is on
his/her turn of speaking and his/her talk is the main chan-
nel of communication, and ignore the voices of remaining
speakers, i.e. interrupters or listener, or background noises.
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Table 1. Comparisons of our proposed approach and other modeling methods. Sound Source Localization (SSL)
Ours LWTNet[5] SyncNet [14] SoundOfPixel [72] CocktailParty [28]

Goal Main Speaker
Highlight

Active Speaker
Highlight SSL Audio Separation Audio Separation

Temporal Model Across-Segments Within-Segment Within-Segment Within-Segment Within-Segment
People-Independent ✓ ✓ ✗ ✗ ✓
Visual Context modeling
(Visual-visual attention) ✓ ✗ ✗ ✗ ✗

Audio-Visual Correlation Audio-Visual
Transformer

Cosine
Distance

Audio-Visual
Synchronization

Feature
Concatenation

Feature
Concatenation

Thus, an approach that highlights the main speaker in visual
and audio channels would give new opportunities to popu-
lar applications such as auto-muting in a tele-conference or
main speaker refocusable video generation.

Given a video of multi-speaker conversation, our goal is
to learn an audio-visual model that enables the capabilities
of both (1) localizing the main speaker; (2) true cancella-
tion of audio sources of interrupters or background noises;
and (3) automatically switching to a new subject when the
speakers change their roles. The interruptions from other
subjects and the background are considered as noises and
removed. In the scope of this work, we focus on turn-taking
conversation as the turn-taking mechanism has been com-
monly adopted for structuring conversation in social inter-
actions. A subject is considered as the main speaker when
he/she properly takes the turn of solo speaking and will con-
tinue the talk even after a simultaneous speech occurs [16].

Previous approaches have partially addressed this prob-
lem and can be divided into two categories, i.e. audio-visual
synchronization [7, 14, 15, 56, 44] and mix-and-separate
[2, 18, 28, 32, 34, 40, 46, 71, 72, 73]. The former exploits
the synchronization between audio and video frames within
a specific time window to localize the image regions that
are more sensitive to audio changes. Meanwhile, the latter
learns to separate the speakers’ voices from a mix utterance
based on audio and visual features. In both cases, there re-
main some limitations. Firstly, audio-visual relationships
are extracted via a concatenation operator or the cosine dis-
tance metric. However, as audio and visual features dis-
tribute in two different latent spaces by their nature, these
methods may not maximize correlations between the two
feature domains. Secondly, audio-visual relationships are
only considered within a video segment, i.e. a short time
window, while ignoring the ones across temporal segments,
which helps to maintain the consistency of localization and
separation, and contextual main-subject switching. Finally,
the interactions between subjects in the temporal dimension
to deliver accurate tracking and anticipatory decisions about
transition to a new target are still ignored.
Contributions. This work introduces a novel Audio-Visual
Transformer approach, a cross-modality temporal-based
computer vision algorithm, to highlight main speaker in
both audio and visual channels (Fig. 1). The contributions
of this work are four-fold. (1) The proposed approach ex-

ploits various correlations presented in visual and audio sig-
nals including “virtual” interactions between speakers in a
video scene and relationships between visual and auditory
modalities. (2) Rather than extracting audio-visual correla-
tions within a video segment, relationships across segments
are further exploited via a temporal self-attention mecha-
nism in the proposed Transformer structure. This helps to
engage the contextual information and enhance attentions
with longer context so that the main speaker can be ro-
bustly identified. (3) A Cycle Synchronization Loss is in-
troduced to learn the main speaker localization in a self-
supervised manner. (4) A newly dataset* is collected for the
main speaker detection. To the best of our knowledge, it is
one of the first works that is able to automatically localize
and highlight the main speaker in multi-speaker conversa-
tion videos on both visual and audio channels (Table 1).

2. Related Work
Active Speaker Localization. This problem aims to local-
ize the sources of sounds in a given video. Some early meth-
ods [9, 37, 41, 45, 65] localize the sources of human voice
in a video using statistical models and audio-visual corre-
lations. Fisher et al. [30] introduces a multi-media fusion
method in a complex domain to capture latent audio-visual
relationships. Later, deep learning approaches [14, 56]
come into place and exploit the synchronization between vi-
sual and audio signals to find the regions in the images that
are sensitive to the audio features. Afouras et al. [5] pro-
pose LWTNet that extends the synchronize cues with opti-
cal flow technique to extract and track audio-visual objects
for the localization process. Unlike previous approaches,
our work goes one step further by taking into account the
context of audio-visual features that presents across video
segments. Our method does not naively localize all the ar-
eas containing voice, but it is able to notice the sound and
highlight the location of the main speaker in a conversation.
Speaker Audio Separation. Prior methods [42, 53, 62]
use audio-only features, i.e characteristics of voice, to re-
solve this problem. Hershey et al. [38] formulate this task
as a clustering problem where the objective is to learn an
embedding for each time-frequency element in the spectro-
gram, such that each embedding cluster associates with a

*The dataset and implementation will be publicly available at
https://github.com/uark-cviu/Right2Talk
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Figure 2. Our Proposed Audio-Visual Transformer Framework. Given a video segment set, the context in the conversation is captured
with three types of correlations, i.e. visual-visual, audio-audio, and audio-visual attentions. Then, the audio-visual attentional features are
adopted for the main speaker localization and audio separation. (Best viewed in color with 2x zoom in)

voice of a subject. Zhao et al. [71, 72] detect objects in one
or multiple frames and use their appearance and motion to
differentiate sounds of objects. Gao et al. [34] propose a
co-separation training objective to learn audio-source sepa-
ration from unlabeled videos containing multiple sources of
sounds. Ephrat et al. [28] contribute a large-scale dataset,
namely AVspeech, and propose an end-to-end audio-visual
architecture. Afouras et al. [2] propose to use the lip regions
and consider both audio magnitudes and phases. The afore-
mentioned methods ignore the context of the video which is
a very important cue for the network to improve the quality
of separated voices. Our novel architecture is proposed to
to gain the context information .

3. The Proposed Method
This work focuses on turn-taking conversations compos-

ing talking turns. The length of each turn is flexible accord-
ing to the conversation’s context and contents. Let x ∈ X
be a multi-speaker conversation video consisting of a visual
component V (a sequence of RGB frames) and an audio
component A (a mixed audio of one or multiple speakers).

3.1. The Turn-taking Conversation

With turn-taking regulations, a conversation x can be de-
composed into speaking turns, i.e. Turnh, h = 1, ...,H
where H is the number of turns in x. Although many speak-
ers can have their voices overlapped during a speaking turn
in either cooperative or competitive manner, the role of each
speaker can be classified into two groups.
Main Speaker Sh

m. A subject S is the main speaker of
Turnh when he/she carries the conversation and drives
it forward [16]. Even an interruption (i.e. simultaneous
speech) occurs, the subject will continue to solo speak until
the end of the turn. Thus, a long solo speaking of S during
Turnh can provide an indication for the main speaker role.
Interrupter or Listener Sh

I . An interrupter or Listener
is the one who has reactions or comments to the main

Figure 3. Turn-taking Conversation. The conversation is decom-
posed in to turns where each speaker acts as the main speaker
(green box) of a turn, and the other speakers are considered as
interrupter or listener (orange box) during that turn.

speaker’s utterances. These reactions usually occur in a
short time window during Turnh and end up with the con-
tinuation of the main speaker’s talk. When the interrupter
continues to solo speak after a simultaneous speech, a turn
changing of the main speaker occurs. Fig. 3 illustrates an
example of speakers’ roles in a turn-taking conversation.

3.2. Problem Definition
Rather than decomposing x into {Turnh}H1 , we pro-

pose to present x as a composition of K segments Segk =
{vk,ak}, k = 1, ...,K, vk ∈ V and ak ∈ A. The h-th
speaking turn Turnh consists of one or multiple segments,
i.e. Turnh = {Segk}hend

hstart
where hstart and hend mark

the indices of the starting and ending time of h-th turn, re-
spectively. Let Sk

m be the main speaker and Sk
I be the in-

terrupters of Segk in the conversation. We have Sk
m ≡ Sh

m

and Sk
I ≡ Sh

I when Segk ∈ Turnh. Then, the goal is to
extract the location and clean voice of Sk

m for each Segk in
the conversation. Formally, the objectives are to learn the
visual location map Mk

v and audio mask Mk
a of Sk

m as.

Mk∗
v = argmin

Mk
v

[
− logP

(
Mk

v [Loc(S
k
m,vk)]|Seg1:k

)
+ logP

(
Mk

v [Loc(S
k
I ,v

k)]|Seg1:k
) ] (1)

Mk∗
a = argmin

Mk
a

∥Mk
a ⊙ Spec(ak)− Spec(aSk

m
)∥1 (2)
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where Loc(Sk
m,vk) is the location of Sk

m in vk; Spec(·)
is the spectrogram conversion operator; ⊙ is the Hadamard
product; and aSk

m
is the clean voice of Sk

m. Seg1:k denotes
the temporal information provided from the beginning to the
k-th segment of the video x. The conditional term indicates
the temporal constraint being considered.

To effectively estimate Mk
v and Mk

a, we propose an
Audio-Visual Transformer approach (see Fig. 2) consisting
of three learning stages: (1) Learning the context with vi-
sual and audio self-attention; (2) Audio-Visual Correlation
Learning; and (3) Main speaker localization and audio sep-
aration with Conversation Grammar. The proposed Audio-
Visual Transformer is formulated via {D,ϕ,Ev, Ea} as:

G = [D ◦ ϕ](zv , za)

zkv = Ev(v
k|Seg1..k)

zka = Ea(a
k|Seg1..k)

(3)

where Ev and Ea map vk and ak to their latent representa-
tions; and ◦ is the functional composition. ϕ is the projec-
tion function to the shared representation space where these
modalities are comparable. D maps these deep representa-
tions to the audio-visual mask of the main speaker.

3.3. Visual and Audio Contextual Learning
Besides prior works on temporal learning [19, 20, 22,

25, 26, 27, 69], in this work, given a conversation, con-
textual information can be extracted from visual and au-
dio signals, i.e. visual-visual and audio-audio correlations
across video segments. While the former assists to track
behaviors and interactions of each speaker over the spatial-
temporal dimension, the latter provides more cues about
the conversation flow, i.e. when and how the main speaker
switch his/her role. For example, the higher audio-audio
correlation between two or more segments is, the lower the
possibility is of the main speaker being switched. Thus,
these cross-segment correlations can implicitly embed turn
changing signals of the main speaker, and help to avoid the
stage of pre-decomposing x into speaking turns Turnh.
Even when interrupters dominate the main speaker’s voice
in a certain segment, this “temporal-based” correlation can
exploit the relations to previous segments and identify the
main speaker. We model the contextual correlations via two
encoder structures with a self-attention mechanism before
embedding their cross-domain correlations.

3.3.1 Visual-Visual Self-Attention.

Given a sequence of segments {vk}K1 , the visual encoder
Ev consists of three main functions, i.e. feature embed-
ding, self-attention, and feature refinement with attention.
Particularly, each vk is firstly embedded into a deep feature
embedding via Fv : V 7→ Fv as fkv = Fv(v

k).
Speaker Region of Interest (SROI). Rather than embedding
each vk into a single feature for attention computation, we

Figure 4. Visual-Visual Attention. The attention masks across
video segments corresponding to the speaker in the green box.
This type of attention can help to track the behaviors and inter-
actions of each speaker over the spatial-temporal dimension.

propose to project fkv into regions of interest where each
region represents a speaker’s location in a visual segment
and learn the correlations among them. Particularly, let b =
{bk

i }, i = 1..N, k = 1..K where bk
i ∈ B ⊂ R4 denotes the

location of i-th speaker in Segk, and N is the number of
speakers. The projection function R : Fv × B 7→ Fv is
defined as fk,iv = R(bk

i , f
k
v ). We adopt ROI Align [36] for

the function R. There are two approaches to obtain b and
N , i.e. face detection and block decomposition. The former
adopts a face detection to extract faces in all segments. The
latter uniformly decomposes a visual segment into N = n×
n blocks for b. While face detection approach tends to give
more direct focus on face regions, our experiments show
that block decomposition can provide attentions to regions
of face track of the same speaker across segments.
Virtual Interaction Attention. Given a feature set fk,iv , the
visual-visual context across the spatial-temporal dimension
can be expressed as building a dynamic dictionary per fea-
ture set with three basic attention based elements [55, 59],
i.e. key, query, value. While key and query are trained to
support the dictionary look-up process where query feature
is highly correlated to its matching key and dissimilar to
others, value represents a discriminative feature for each
speaker. Particularly, the self-attention set {kk,i

v ,qk,i
v ,vk,i

v }
is extracted via three learnable projections {ΩQ

v ,Ω
K
v ,ΩV

v }
as qk,i

v = ΩQ
v (f

k,i
v );kk,i

v = ΩK
v (fk,iv );vk,i

v = ΩV
v (f

k,i
v ).

The visual correlation among speakers can be defined as.

αki,k′j
v = σ

(
qk,i
v (kk′,j

v )⊤/
√
d
)

(4)

where d is the feature dimension, k′ is a segment indexing
variable. We consider the attention as a probability distribu-
tion that illustrates the responsive attention among speakers.
Therefore, the softmax function can be adopted for σ(·).
Feature Refinement with attention. With these correla-
tions, the visual self-attention among speakers allows every
speaker correlates to all other speakers through the spatial-
time dimension. Then, the virtual interaction over speakers
is explicitly embedded to their representations as.

zk,iv = ηv

fk,iv +
K∑

k′=1

N∑
j=1

αki,k′j
v vk,i

v

 (5)
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Figure 5. Topology of audio and visual feature domains.

where ηv is the a residual-style MLP. Throughout this pro-
cess, the features of each speaker in one visual segment can
interactively embed in their latent representation the corre-
lations with those of the same speaker in other segments
as well as other speakers of the same segment. Fig. 4 illus-
trates the attention mask across video segments correspond-
ing to the speaker in the green box.

3.3.2 Audio-Audio Self-Attention

Similar to the virtual interaction, the audio self-attention is
modeled as the correlation among audio segments. Partic-
ularly, let Fa : A → Fa be an audio embedding function
that extracts audio latent representation for audio segments
{ak}K1 and fka = Fa(a

k). The audio self-attention correla-
tion among segments can be computed as in Eqn. (6).

qk
a = ΩQ

a (fka );k
k
a = ΩK

a (fka );v
k
a = ΩV

a (fka )

αk,k′
a = σ

(
qk
a(k

k′
a )⊤/

√
d
)

zka = ηa(f
k
a +

K∑
k′=1

αk,k′
a vk′

a )

(6)

The extracted audio feature of each segment is able to em-
bed the correlation with other audio segments through time.

3.4. Audio-Visual Correlation Learning

The audio-visual correlations are computed from fea-
tures of two different domains. As topologies, i.e. how
features distributed in the latent space and the correlations
among its features (see Fig. 5), of these modalities may
differ significantly, directly associating these features for
correlation learning is not efficient. One solution is to set
up two encoders Ev and Ea extracting features from latent
spaces of the same dimension to leverage the domain dif-
ferences. However, the topology difference between these
modalities may still present. To mitigate this issue, we align
two domains’ topologies before learning the correlations
between their features. By this way, zka and zkv are well
aligned and their correlations can be fully exploited.

Cross Domain Alignment as Optimal Transport (OT)
Problem. We present the distributions of visual and audio
features by two distributions pv and pa where zv ∼ pv(zv),
and za ∼ pa(aa); and propose a two-stage alignment pro-
cess: (1) Sample association between visual and audio sam-
ples via transport function π and (2) Topology synchro-
nization. Formally, let π be the transport function where
πi,i′ = π(ziv, z

i′

a ) indicates the probability of association

Figure 6. Audio-Visual Attention To The Main Speaker. The
audio-visual attention mask across segments illustrates the re-
sponse of audio to the visual. (Best viewed in color)

between a visual sample ziv and an audio sample zi
′

a . In ad-
dition, let cpv

(·, ·) and cpa
(·, ·) be the cost functions defined

as the distance between two samples in visual and audio
spaces, respectively. The alignment process is formulated
with Gromov-Wasserstein distance as shown in Eqn. (7).

Lalign = GW 2(cpv , cpa , pv , pa) = min
π∈Π(pv,pa)

J(cpv , cpa , π)

J(cpv , cpa , π) =
∑

i,j,i′,j′
|cpv (ziv , zjv)− cpa (z

i′
a , zj

′
a )|2πi,i′πj,j′

(7)

Intuitively, minimizing J(cpv , cpa , π) aims at finding an ap-
propriated association (i.e. via π) between samples in the
two domains as well as minimizing the topology difference
between them (i.e. via cpv

, cpa
). Notice that directly solving

Eqn. (7) is costly due to the non-convex Quadratic Problem
with the time complexity is O(n3). Therefore, we adopt the
the sliced approach [67] for a fast computation of Lalign.
Fig. 5 illustrates visual (blue points) and auditory features
(red points) extracted from 500 clip segments of 10 differ-
ent speakers (e.g. denoted by different markers) and pro-
jected into the 2D space using t-SNE method. Thanks to
Lalign in the alignment stage, visual and auditory features
are brought into similar distributions (Fig. 5 (B) (left)) with
more aligned feature distributions (Fig. 5 (B) (right)).

Audio-Visual Correlation. With the aligned visual and au-
dio features, we further adopt similar attention mechanism
to learn the associations between the visual features of each
SROI zk,iv and the audio features zka in each segment as.

qk = ΩQ(zka);k
k,i = ΩK(zk,iv );vk,i = ΩV (zk,iv )

αk,k′i = σ
(
qk(kk′,i)⊤/

√
d
)

zk = ϕ(zka, z
k
v) = η

(
zka +

K∑
k′=1

N∑
i=1

αk,k′ivk′,i

) (8)

The attention matrix assesses how much an audio re-
sponds to an SROI in the spatial-temporal dimension. A
high response indicates a high correlation between the au-
dio and the speaker associated with that SROI. This asso-
ciation embeds the probability of a speaker to be an active
speaker of the audio segment. Fig. 6 illustrates audio-visual
attentions in both single and multiple speaker conversation.
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3.5. Main Speaker Localization and Audio Separa-
tion with Conversation Grammar

Given the audio-visual attentional features zk from pre-
vious step, the audio-visual masks are computed as follows,

Mk
v(x, y) =

{
αk,ki if (x, y) ∈ bk

i , i = 1..N

0 otherwise

Mk
a = D(zk)

(9)

where D is a learnable decoder that maps zk to the target au-
dio mask; and αk,ki denotes the correlation score between
the audio and SROI of i-th speaker in the k-th segment. The
objective functions of Eqns. (1) and (2) to learn Mk

a and
Mv can be reformulated as follows,

Lvisual = E

[
− log

eα
k,ki

eαk,ki +
∑

j ̸=i e
αk,kj

]
Laudio = E

[
||Mk

a ⊙ Spec(ak)− Spec(aSk
m
)||1
] (10)

Intuitively, on one hand, Laudio optimizes the model to-
ward voice of the target (Main) speaker. On the other hand,
Lvisual aims at increasing the correlations between the au-
dio and SROI of the target speaker, while reducing the cor-
relation with other SROIs in spatial-temporal dimensions.

Self-supervised Learning. While our goal is to develop
a self-supervised model that learns to localize the main
speaker, the ground truth location for Main speaker is ab-
sent during the training stage. Therefore, we further pro-
pose a self-supervised version of Lvisual , namely Cycle
Synchronization Loss, defined as follows,

LCyc Sync = E
[
||αk,ki − α̂k,ki

max ||1
]

α̂k,ki
max =

{
α̂k,ki if (x, y) ∈ bk

i∗

0 otherwise
; i∗ = argmax

i
α̂k,ki

(11)

where α̂k,ki is the correlation between the predicted clean
voice of the target speaker. The intuition of LCyc Sync is
illustrated in Fig. 7 where the goal is to penalize the con-
sistency between two terms: (1) the correlations of the in-
put (mix) voices ak and the visual component; and (2) the
maximum correlations of the predicted (clean) voice of the
target and the visual component. As clean voice is of a sin-
gle speaker and it reflects similar linguistic content as visual
features of the target speaker, its correlations with the visual
component can efficiently act as the guidance for localiza-
tion process. Moreover, by considering only the maximum
α̂k,ki in α̂k,ki

max , the correlation between the visual of other
speakers (i.e. interrupter) and audio is also minimized.

Learning with Conversation Grammar. We adopt the mix-
and-separate strategy [28, 72] to obtain the ground truth for
audio separation task of Laudio and further extend it with
two types of Conversation Grammar, i.e. cooperative and
competitive modes. In the first type, each speaker takes turn

Figure 7. Cycle Synchronization Loss.

to speak during the conversation and the role changing hap-
pens when a speaker finishes his/her speech. In the second
type, mixing voices happen during the interruption of other
speakers. From these grammars, we synthesize a video
training set containing multiple speakers by (1) randomly
selecting different videos in the single subject training set;
(2) concatenating these videos sequentially (i.e. cooperative
mode); (3) mixing their voices in a short time window and
vertically concatenating the video frames (i.e. competitive
mode). In all cases, Sk

m is set to the one who occupies the
audio segment or the all segments of the whole video, ac-
cordingly. The Audio-Visual Transformer is optimized as:

L = αalignLalign + αvisualLCyc Sync + αaudioLaudio (12)

where {αalign, αvisual, αaudio} are the parameters control-
ling their relative importance.

4. Main Speaker Dataset
While most of previous speaker datasets [1, 3, 10, 64]

are mainly designed for the active speaker detection task, in
this work, we further introduce a large-scale dataset for the
Main Speaker Detection task. The proposed dataset is col-
lected with three conversation types, i.e. discussion panel,
tele-conference, and debate, from several Youtube chan-
nels. Particularly, in the discussion panel videos, speakers
take turn to speak during the conversation cooperatively.
For the second type, videos consist of multiple subject
(i.e. 3-5 people) talking through Skype or Zoom in a tele-
conference. The third type is more challenging with debate-
style videos where there are more interruptions among the
two speakers in both cooperative and competitive manners.
For each collected video, we select segments of various
lengths (i.e. from 6 seconds to 20 seconds) that can rep-
resent the property of the corresponding conversation style.
In total, the dataset consists of 300 minutes videos. All clips
are converted to have 25fps and 16kHz. The bounding box
of the main speaker is also annotated.

5. Experimental Results
Data Setting. Our training data include 29 hours of training
videos from Lip Reading Sentences 2 (LRS2) [1], and syn-
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Table 2. Main Speaker Audio Separation on LRS2 with and
without Domain Alignment. The higher value is better.

Ours w/o Lalign Ours W Lalign

SDR (dB)
1S+N 14.4 15.8

2S 9.8 10.3
2S+N 7.0 7.2

PESQ
1S+N 3.1 3.3

2S 2.7 2.9
2S+N 2.5 2.5

thetic videos obtaining as presented in Sect. 3.5. The length
of synthetic segments varies from 4s to 8s decomposed into
2s short segments. The overlapped ratio of the mixing voice
is set to 1

3 . For validation, we adopt the testing set of LRS2,
Lip Reading Sentences 3 (LRS3) [3], Columbia [10], and
our collected dataset. While LRS2 and LRS3 include 0.5-
hour to 1-hour testing videos, Columbia includes an 86-
minute panel discussion. We adopt the ground truth for
each active speaker in Columbia while annotating bound-
ing boxes using face detection [17] for LRS2 and LRS3.
Audio Data Preprocess. We employ Short Time Fourier
Transform (STFT) to represent the audio signal. Our STFT
use Han window function which generates magnitude and
phase of spectrograms. We set the hop length of 10 ms with
a window length of 40ms at a sample rate of 16000Hz.
Visual Data Preprocess. All training videos are re-
sampled to a resolution of 160 × 160 pixels at 25 FPS.
This chosen resolution results in a feature map composing
N = 6×6 blocks. During testing phase, we only re-sample
the input video to 25 FPS and retain the original resolution.
Network Architectures. We employ 3D VGG-style net-
work for visual deep feature embedding Fv , and 2D VGG-
style network for audio embedding Fa. The linear projec-
tions {ΩQ

v ,Ω
K
v ,ΩV

v ,Ω
Q
a ,Ω

K
a ,ΩV

a ,Ω
Q,ΩK ,ΩV } are im-

plemented as the fully connected layers that project features
to 512 −D spaces. The mapping functions {ηv, ηa, η} are
implemented as residual-style MLP consisting of 2 fully
connected layers followed by the normalization layer [8]
(the dimension of hidden layers is set to 1024). The audio-
visual mask generator D is implemented by a stack of 2
fully connected layers, which predicts both the magnitude
mask and the phase mask of the spectrogram. We use
the RetinaFace [17] for face detection widely used in face
recognition [12, 21, 23, 24, 47, 50, 51, 52, 68].
Model Configurations. Our framework is implemented in
PyTorch [58] and all the models are trained on a machine
with four NVIDIA P6000 GPUs. The batch size is set to 32
for each GPU. We use RMSProp optimizer with the started
learning rate of 0.0001. We set the control parameters to
1.0, i.e αalign = αvisual = αaudio = 1.0.
Evaluation Metrics. To compare against prior methods,
we adopt four common metrics for localization and audio
separation tasks. For single speaker videos, a localization is
correct if its lies in the ground-truth bounding box of Main
speakers. For multiple-speaker videos, F1 score is adopted
for validation. To evaluate Main speaker separation, we

Figure 8. Main Speaker Localization. Visualization of attention
mask localizing the main speaker. (Best viewed in color)

adopt the protocol of multi-source speaker audio separation,
and estimate the Signal-to-Distortion-Ratio (SDR) [29] and
Perceptual Evaluation of Speech Quality (PESQ) [63].
Ablation Study. To study the effectiveness of our pro-
posed cross-domain alignment method, we employ an ab-
lation study with audio separation task on LRS2 using two
configurations: without and with Lalign. We create syn-
thetic testing video samples from LRS2 by combining au-
dios from multiple videos. Three use-cases are evaluated
including a primary voice with background noise (1S+N); a
primary voice mixed another speaker’s voice (2S), and a pri-
mary voice mixed another speaker’s voice plus background
noise (2S+N). We report SDR (dB) and PESQ metrics for
these cases in Table 2. By aligning the features of the two
domains, the audio-visual correlations can be efficiently ex-
tracted and help to consistently improve SDR in all cases.

5.1. Main Speaker Localization
Cooperative Turn-Taking Conversation. In this type, as
each speaker takes his/her turn to join the conversation, the
main speaker is also the one who is actively speaking dur-
ing the conversation. The localization accuracy for both
single-speaker and multiple-speaker conversations in com-
parison to previous Active Speaker Detection approaches is
reported in Table 3. For each training mode of our model,
we also include the configurations that take into account the
correlations within and across segments. As can be seen,
with the attention mechanisms as well as the domain align-
ment process, the visual and audio features are better cor-
related and provide more accurate locations of the main
speaker. Moreover, when the spatial-temporal dimension
is adopted in configuration (B) and (D), the performance is
further boosted. Thanks to the correlations across segments
(shown in Fig. 4), the location of each speaker is highly cor-
related with face of the same subject in other segments and,
therefore, enable the tracking consistency of that speaker
during the conversation. Our approach outperforms LWT-
Net [5] in all datasets with the margins from 0.1% to 4.1%.
Fig. 8 shows our localization results compared to LWTNet.
Competitive Turn-Taking Conversation. This type is more
challenging as two speakers may speak at the same time.
Therefore, although the two speakers can be both active
speakers, only one of them is considered as the main
speaker while the other one is the interrupter. For this task,
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Table 3. Main Speaker Localization Accuracy with Cooperative Turn-Taking Conversation (%). For LRS2 and LRS3, a localization
is considered correct if it lies within the true bounding box. For Columbia, F1 score is adopted.

Single Speaker Multiple Speakers

LRS2 LRS3 Columbia Columbia (Per subject)
(Avg) Bell Boll Lieb Long Sick

Baseline (Random Pixel) 2.8% 2.9% 8.5% 7.8% 8.6% 9.9% 7.9% 8.7%
Baseline (Center Pixel) 23.9% 25.9% 14.9% 13.0% 11.5% 21.4% 19.2% 17.9%
Multisensory [56] 99.3% 24.8% 52.7% 52.0% 43.8% 62.3% 64.8% 60.9%
Chakravarty et al.[11] − − 80.2% 82.9% 65.8% 73.6% 86.9% 81.8%
SyncNet [14] − − 89.5% 93.7% 83.4% 86.8% 97.7% 86.1%
LWTNet [5] 99.6% 99.7% 90.8% 92.6% 82.4% 88.7% 94.4% 95.9%

(A) Ours - Block attention 99.7% 99.8% 92.7% 93.7% 85.0% 87.5% 92.8% 97.2%
(B) + across segments 99.8% 99.9% 93.4% 95.8% 85.0% 87.5% 92.8% 97.2%
(C) Ours - Speaker Attention † 100% 100% 93.8% 95.8% 85.0% 91.6% 92.8% 97.2%
(D) + across segments 100% 100% 94.9% 95.8% 88.5% 91.6% 96.4% 97.2%

Table 4. Main Speaker Localization Accuracy in Com-
petitive Turn-Taking Conversation.

Discussion Tele DebatePanel Conf
Baseline (Random) 4.8% 3.0% 9.5%
a Baseline (Center) 1.3% 1.1% 5.9%
LWTNet[5]+large mag 62.8% 55.07% 58.7%
LWTNet[5]+high corr 88.0% 80.0% 63.3%
Ours 90.2% 83.3% 69.4%

Table 5. Main Speaker Audio Separation on LRS2.
SDR (dB)↑ PESQ↑

1S+N 2S 2S+N 1S+N 2S 2S+N
Mix input 1.3 1.31 0.6 1.1 1.1 1.0
SoundOfPixel [72] 9.4 1.5 0.5 1.2 1.1 1.0
Deep-Clustering [38] 9.0 6.0 3.2 2.3 2.3 1.9
Conv-TasNet [49] − 10.7 − − − −
LWTNet [5] − 10.8 − − 3.0 −
Ours (Audio Only) 11.1 9.1 7.0 2.8 2.8 2.5

+ across segments 11.2 9.4 7.1 2.8 2.9 2.6
(A) Ours - Block Attention 15.8 10.3 7.2 3.3 2.9 2.5
(B) + across segments 16.6 11.5 8.1 3.6 3.1 2.7
(C) Ours - Speaker Attention 16.5 10.5 7.5 3.4 3.0 3.0
(D) + across segments 16.7 11.6 8.2 3.4 3.1 3.1

beside the Random Pixel and Center Pixel baselines, we
consider two additional localization strategies. We firstly
employ LWTNet [5] to localize all active speakers of each
video segment and then choose the main speaker as the one
with (1) larger audio magnitude (i.e. large mag), and (2)
maximal audio-visual correlation (i.e. high corr). Table 4
reports the localization accuracy on our collected dataset
in terms of F1 score against the four baseline approaches.
These results again emphasizes the advantages of our pro-
posed approach in the capability of automatically and ro-
bustly localize the main speaker in a conversation. The
achieved improvements comes from three properties of the
proposed model: (1) the present of the contextual atten-
tion from both visual and audio domains; (2) the domain
feature alignment, and (3) the Cycle Synchronization Loss
LCyc Sync that minimizes the disparity between the local-
ization masks obtained from mixed voices and clean voice.

5.2. Main Speaker Audio Separation
To quantitatively evaluate the capability of audio separa-

tion for the proposed approach, we employ the evaluation
protocol of [5] and use SDR and PESQ as the validation
metrics. Similar to the previous section, we create synthetic
testing videos from LRS2 on three cases, i.e. 1S + N, 2S,
and 2S + N, and evaluate different configurations of our
approach in comparison to previous methods as shown in
Table 5. With the spatial-temporal attentions, all configura-

†We report the accuracy of the face detection in single-speaker case.

tions that take into account the cross-segment correlations
get improvements from 0.3 to 1.2dB of SDR when separat-
ing voices of two speakers. Furthermore, the audio-visual
attentions also give more cues to improve the separation
process. We validate the roles of SROI by adopting two
strategies (see Sect. 3.3.1), i.e. block decomposition and
face detection. Although the use of face detection can give
more focus on face regions and produce further improve-
ments, the block decomposition approach can still attend to
the track of the same speaker across segments and give com-
petitive performance. Moreover, our approach with both
configurations outperforms LWTNet [5] in SDR and PESQ.

6. Conclusion
This work has presented a novel Audio-Visual Trans-

former approach for Main Speaker Localization and Au-
dio Separation. Thanks to the introduced attention mech-
anisms in spatial-temporal dimension together with the do-
main alignment for better synchronization, our method can
effectively localize and highlight the main speaker in both
visual and audio channels on multi-speaker conversation
videos. Experiments in visual localization and audio sep-
aration tasks have shown the advantages of our proposal.
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