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Abstract

We present a novel approach to reference-based super-
resolution (RefSR) with the focus on dual-camera super-
resolution (DCSR), which utilizes reference images for
high-quality and high-fidelity results. Our proposed method
generalizes the standard patch-based feature matching with
spatial alignment operations. We further explore the dual-
camera super-resolution that is one promising applica-
tion of RefSR, and build a dataset that consists of 146
image pairs from the main and telephoto cameras in a
smartphone. To bridge the domain gaps between real-
world images and the training images, we propose a self-
supervised domain adaptation strategy for real-world im-
ages. Extensive experiments on our dataset and a pub-
lic benchmark demonstrate clear improvement achieved by
our method over state of the art in both quantitative eval-
uation and visual comparisons. Our code and data are
available at https://tengfei-wang.github.io/
Dual-Camera-SR/index.html.

1. Introduction
Most smartphone manufacturers adopt an asymmetric-

cameras system consisting of multiple fixed-focal lenses
instead of a variable-focal one for optical zoom, due to
limited assembly space. As shown in Fig. 1, the most
common configuration has dual cameras with wide-angle
(main camera) and telephoto lenses that have different field
of views (FoV). The wide-angle and telephoto images of-
ten have spatial misalignment and color discrepancy due to
viewpoint differences and different image signal processing
(ISP) pipelines in the two lenses. As these two images cap-
ture the same scene with different focal lengths, can we use
the telephoto image as a reference to enhance the resolution
of the wide-angle image? To answer this question, we study
reference-based super-resolution (RefSR) with the focus on
dual-camera super-resolution (DCSR).

The key challenges of RefSR lie in (1) how to effec-
tively establish correspondences between low-resolution in-
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puts (LR) and reference images (Ref) (feature warping),
and (2) how to integrate the reference information to im-
prove the output image quality (feature fusion). It has been
widely observed that similar semantic patches and texture
patterns tend to recur in the same or highly-correlated im-
ages with variable positions, orientations and sizes [23, 46].
To search and utilize these correlated patterns from ref-
erence images, previous learning-based approaches adopt
either patch-wise matching (patch-match [44, 43], patch-
based attention [34, 35]) or pixel-wise alignment (optical-
flow [45], offsets [28]), with different pros and cons. The
pixel-wise alignment is able to handle non-rigid transforma-
tion, but usually less stable and prone to generate distorted
structures due to the difficulty of reliable flow or offsets esti-
mations [6], especially for largely misaligned reference im-
ages. Patch-wise matching can achieve compelling warping
performance since it evaluates similarity scores between LR
and Ref patches in an explicit fashion. However, the vanilla
patch-level matching lacks robustness to spatial misalign-
ment, e.g. scaled or rotated patches. As shown in Fig. 1,
even though highly-similar patches are available in the ref-
erence image, previous approaches are insufficient to make
use of these cues, and tend to average the misaligned Ref
and LR patches to produce blurry images.

Another limitation of previous RefSR approaches is that
they are difficult to be directly applied to high-resolution
images captured by smartphones. The reference images in
RefSR datasets [43] are typically smaller than 512 × 512.
Most methods thus globally searches over the entire ref-
erence image for super-resolution cues. Nevertheless, the
memory consumption of a global searching strategy would
be intractable for the high-resolution cases (e.g. 4K). The
domain gaps between real-world images and training im-
ages can also degrade the zoom performance [13, 40, 5].

To tackle these issues, we propose a deep RefSR method
with the focus on dual-camera super-resolution. First, we
generalize the vanilla patch-based attention to an aligned
attention module, which searches for related patches based
on explicit matching, while implicitly learning inter-patch
transformations to alleviate spatial misalignment. Second,
to prevent the reference patches from idling and contribut-
ing less to the super-resolution results, we impose a fidelity

2001



Tele-photo

Wide-angle

Scene

Geometric Misalignment

FoV Difference

Color Mismatch

Resolution Difference

LR

LR LR

Ref

RefSimilar Patches are available in Ref

Ref

LR

TTSR OursRSRGAN TTSR OursRSRGAN

LR Ref

L1 L2

L1 > L2

Figure 1. Demonstration of the smartphone dual-camera system. The telephoto and wide-angle images share similar contents within the
overlapped FoV (indicated by the white dotted line), while various misalignment exists. We take the telephoto image as the reference to
super-resolve the wide-angle image for combining both large FoV and high-quality details. Compared with state-of-the-art SR approaches
RSRGAN [39] and TTSR [35], our results are sharper and more realistic. Zoom-in for details.

loss on the reference images. To advance our method to
real-world images, we also propose a self-supervised adap-
tation strategy. The main contributions of our paper can be
summarized as:
• We are the first to explore the real-world dual-

camera super-resolution (wide-angle and telephoto
cameras). We propose a self-supervised domain adap-
tation scheme to bridge domain gaps between real-
world images and downsampled images.
• We propose the aligned attention module and adaptive

fusion module to improve the RefSR architecture. Our
method outperforms state-of-the-art approaches quali-
tatively and quantitatively.
• We argue the importance of imposing an explicit fi-

delity loss on reference images and performing explicit
high-frequency fusion in the image space to the super-
resolution quality.

2. Related Work
2.1. Single Image Super Resolution

SISR [11] has been actively explored in recent years. Af-
ter SRCNN [9], MDSR [18] introduced residual blocks to
super-resolution area. RCAN [41] further improved resid-
ual blocks by channel attention. To improve the percep-
tual quality, Johnson et al. [15] proposed the perceptual loss
to minimize the feature distance. SRGAN [17] adopted
generative adversarial networks [12] for more realistic tex-
tures. ESRGAN [32] enhanced SRGAN with Residual-in-
Residual Dense Block. RankSRGAN [39] combined SR-

GAN with a well-trained ranker that gives ranking scores.
CSNLN [23] proposed cross-scale non-local attention to
find self-similarity for high-quality reconstruction.

2.2. Reference-based Super Resolution

RefSR alleviates the ill-posed nature of SISR by provid-
ing high-resolution reference images. Previous learning-
based approaches adopt either patch-wise matching or
pixel-wise alignment for feature warping. Pixel-wise align-
ment methods usually build a dense corresponding map, and
warp the reference feature maps pixel by pixel. Zheng et
al. [45] proposed to estimate optical flow between input and
reference images to warp feature maps at different scales.
However, it remains a challenging problem for reliable flow
estimation in largely misaligned regions. Shim el al. [28]
proposed to implicitly estimate the offsets with deformable
convolution[8] instead of optical flow. The offsets warping
is faster and more flexible than the flow counterpart, while
it is typically less stable.

Patch-wise matching searches for related patches by cal-
culating similarity scores explicitly, which is thus more sta-
ble with better interpretability. Zhang et al. [43] adopted
Patch Match [2] to warp features extracted by a pretrained
VGG network [29]. With a fixed VGG network as feature
extractors, their method does not train the extractor jointly
with the reconstruction net. Yang et al. [35] and Xie et
al. [34] further proposed to adopt a learnable extractor and
replace Patch Match with a patch-based attention, which
allows an end-to-end learning pipeline. These patch-level
warping methods can find semantic-similar patches, but are
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Figure 2. Overview of our approach. We first match the nearest IRef patch for each ILR patch under cosine distance in feature space
Φ. The reference features FRef at different scales are then warped by the aligned attention and adaptively fused with SR feature FSR

according to this matching. After the final fusion with high-frequency IHF
aligned, the network yields a high-fidelity output ISR.

non-robust to inter-patch misalignment (e.g. scaled and ro-
tated patches), which typically leads to blurry results. To
address this issue, we proposed the aligned attention mod-
ule that robustly warps spatially misaligned patches by esti-
mating patch-wise alignment parameters.

2.3. Dual Camera Super Resolution

The dual-camera super-resolution aims at super-
resolving the wide-angle image with the telephoto image as
a reference, which combines both large FoV of short-focal
camera and high resolution of long-focal camera. Most re-
lated works adopt traditional global correctness and regis-
tration techniques. Park et al. [25] and Liu et al. [19] as-
sumed that there is no disparity between wide-angle and
telephoto pairs, and only correct brightness and color glob-
ally. Some prior work considered the geometric mis-
alignment between inputs and references. They simulated
tele-image by center-cropping HR and performing random
affine transformation, and formulate this task to image reg-
istration. Yu et al. [37] applied RANSAC algorithm [10] on
SURF [4] features to conduct global registration. Manne
et al. [20] applied FLANN algorithm [24] on ORB fea-
tures [26] for geometric registration. Nevertheless, there are
huge domain gaps between the real-world telephotos and
the simulated ones [13, 5], and previous approaches usually
show significant performance drop in the practical configu-
ration. Instead of global image registration, We formulate
DCSR as a setting of RefSR, and propose an end-to-end
pipeline and training strategy. To the best knowledge of
ours, we are the first learning-based method for real-world
dual-camera super-resolution.

3. Method
Given ILR and IRef , we aim at generating a high-

resolution image ISR that possesses high-quality details

conditioned on IRef . As shown in Fig. 2, our end-to-end
pipeline consists of two parts: feature warping with aligned
attention modules (Section 3.1), and feature fusion with
adaptive fusion modules (Section 3.2). To utilize both high-
level and low-level information provided by IRef , follow-
ing previous works [43, 35], we extract reference features
FRef at different scale levels via encoder ψRef . At each
scale, we perform the aligned attention on FRef to warp it
to match the LR for later fusion. This module can robustly
match correlated patches and further align these patches
to alleviate the differences in orientations and scales. Af-
ter that, the aligned features FRef

aligned as well as the high-
frequency residual IHF

aligned are sequentially integrated with
LR information guided by the matching confidence.

3.1. Feature Warping with Aligned Attention

Our method stems from the observation that similar
patches tend to recur across correlated images with differ-
ent scales and orientations [3]. The aligned attention aims
at searching for these related reference patches and warp
them to align with the LR counterparts. Following [43],
we first perform a patch-wise matching [7] to coarsely warp
the reference, which is briefly reviewed below. ILR↑ and
IRef are first embedded into feature maps via a shared en-
coder φ(·), and densely (stride=1) divided to 3× 3 patches,
where ↑ denotes bicubic upsampling. We then calculate the
cosine distance Si,j between each pairs of LR-patch i and
Ref-patch j. For each LR-patch, we want to select the most
relevant Ref-patch for later feature fusion. The index map
P and confidence map C of the matching are obtained as:

Pi = argmax
j

Si,j , Ci = max
j
Si,j . (1)

The index map indicates the most relevant Ref-patch-
Pi for each LR-patch-i, and the confidence map gives the
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Figure 3. Illustration of the aligned attention module and adaptive fusion module. (a). The aligned attention applies index map P to
coarsely warp F ref and then fine-aligns the patch with the learned local transformation. (b). The adaptive fusion applies an additional
convolution layer g to aggregate neighbor information in the confidence map C.

matching confidence Ci for this match. The reference
patches can be warped now according to the index map, to
obtain the coarsely matched images IRef

matched and features
FRef
matched.

Such an easy matching scheme [43, 7, 35] performs sta-
bly on searching for similar patches. However, as shown in
Fig. 1, even though highly-similar patches are available in
IRef , there usually exists misalignment in orientation and
scales. So far the coarsely-warped reference is not robust
to rotation and scaling, which may yield blurry outputs by
averaging unaligned Ref and LR. Inspired by [3, 14, 8], we
propose to estimate patch-wise spatial transformation A to
further align all matched patches in FRef

matched:

A = T (concat(ILR↑, IRef
matched)). (2)

Instead of predicting a global transformation like [14] for
the whole FRef

matched, the local spatial transformer network
T is designed to estimate patch-wise alignment parameters
for all patches. Each patch of FRef

matched is then aligned in-
dependently with the estimated affine matrix to get the fine-
aligned reference features FRef

aligned. FRef
aligned will be used

to facilitate the ISR generation by feature fusion.

3.2. Adaptive Feature Fusion

A direct feature fusion (e.g. concatenation, summa-
tion) fails to consider the quality of the matches, which
can inevitably bring irrelevant or noisy information. Prior
work [35] thus adopted the confidence map as a guidance
for feature fusion. But in the original confidence map, Ci

is calculated independently for each patch i, which means it
reflects the local matching confidence of every single patch,
and the transition among neighbor patches is not necessarily
smooth. To solve this issue, we embed the confidence map
with an extra convolution net g. It is a simple and effective
way to aggregate neighbor confidences for more consistent
and higher-quality results. The feature fusion process can

be represented as:

F fused = g(C) · h(FSR, FRef
aligned) + FSR, (3)

where g(·) and h(·) are learnable convolution layers.
Another issue is that the images reconstructed from the

fused features tend to lose the high-frequency details. In-
spired by recent work [36], which generates high-frequency
details by adding back image residuals with attention maps,
we also conduct adaptive fusion in the image space. The
aligned high-frequency (HF) residuals can be represented
by IHF

aligned = (IRef − IRef↓↑)aligned. However, differ-
ent from inpainting task [36] where the HF details have no
constraints in the missing regions, in super resolution the
details need to be consistent with the original LR contents.
To avoid introducing high-frequency noise, we also use a
learnable function gr on the final fusion:

ISR = gr(C) · IHF
aligned + decoder(FSR). (4)

3.3. Loss Function

We generate the output image conditioned on IRef , and
expect ISR to approximate the ground-truth IHR. Due to
misalignment between IHR and IRef , we found that us-
ing IHR as strict labels for the supervised learning leads
to unsatisfactory details. We thus adopt the reconstruction
term proposed in [21, 22], which calculates losses in low-
frequency and high-frequency bands separately :

Lrec =
∥∥ISR

blur − IHR
blur

∥∥+∑
i

δi(I
SR, IHR), (5)

where Iblur is filtered by 3 × 3 Gaussian kernels with σ =
0.5. δi(X,Y ) = minj Dxi,yj is distance between SR pixel
xi and its most similar HR pixel yi under certain distance
D [22, 40]. The first term softly makes ISR keep the same
content as IHR in low-frequency domain. The second term
flexibly enforces the statistics of ISR similar to IHR.
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We find only using aforementioned losses yields blurry
results, as the losses do not involve constrains on IRef . In-
tuitively, the fusion modules in Fig 3 (b) can easily ignore
the reference information, and degrade to an identity map-
ping. In this case, IRef contributes less to ISR generation.
To avoid the ‘idleness’ of IRef , we introduce a fidelity term
modified from [22], where δi is the distance between ISR

and nearest-neighbor pixels in IRef under distance D:

Lfid =

∑
i δi(I

SR, IRef ) · ci∑
i ci

. (6)

Pixels with higher matching confidence ci are given larger
weights for optimization, since these pixels can find highly-
related cues in IRef . This fidelity loss can adaptively maxi-
mize the similarity between ISR and IRef . The overall loss
is the weighted sum of Lrec and Lfid.

3.4. Self-supervised Real-image Adaptation (SRA)

For the real-world DCSR in Fig. 1, we take the wide-
angle image Iwide and telephoto image Itele as ILR and
IRef , respectively. We aim at super-resolving Iwide to pro-
duce ISR, but the ground-truth IHR is unavailable to calcu-
late the aforementioned losses. A typical training setting is
to downscale the original Iwide and Itele by half to simulate
the training inputs, and regard original Iwide as IHR for su-
pervised learning. However, we found that models trained
on downsampled images show significant performance drop
on the real images (original Iwide and Itele) due to the
domain gap between downsampled and real-world images.
To bridge this gap, inspired by recent works [1, 30, 31],
we propose a self-supervised real-image adaptation strategy
(SRA) to fine-tune the trained model M with real-world in-
puts without ground-truth. Specifically, we directly take the
original Iwide and Itele from the training set as ILR and
IRef , and the training loss is defined as:

L =
∥∥ISR ↓ −Iwide

∥∥+ λLfid(I
SR, Itele) (7)

The first term enforces ISR to preserve the content of Iwide,
while the second term is to transfer Itele details. After this
training stage, the model M ′ = minM L generalizes well
to the real-world inputs.

4. Experiments
4.1. Datasets

CUFED5 [43] It contains 11,871 training pairs and 126
test images. Each test image is accompanied with four refer-
ence images ranked by the similarity levels. The resolutions
of HR and Ref are about 300×500.

CameraFusion We construct a new dataset for dual-
camera super-resolution, which contains 146 pairs of 4k
wide-angle and telephoto images in diverse outdoor and in-
door scenes. As show in Fig. 1, they share the same scene

SISR PSNR SSIM
SRCNN [9] 25.33 0.745
MDSR [18] 25.93 0.777
RDN [42] 25.95 0.769
RCAN [41] 26.06 0.769
LapSRN [16] 24.92 0.730
SRGAN [17] 24.40 0.702
ENet [27] 24.24 0.695
ESRGAN [32] 21.90 0.633
RSRGAN [39] 22.31 0.635
CSNLN [23] 24.73 0.743

RefSR PSNR SSIM
Landmark [38] 24.91 0.718
CrossNet [45] 25.48 0.764
SRNTT [43] 25.61 0.764
SRNTT-`2 [43] 26.24 0.784
SSEN[28] 26.78 0.791
FRM[34] 24.24 0.724
TTSR [35] 25.53 0.765
TTSR-`1 [35] 27.09 0.804
Ours 25.39 0.733
Ours-`1 27.30 0.807

Table 1. Quantitative comparisons on CUFED5.

SISR PSNR SSIM
Bicubic 33.20 0.893
RSRGAN [39] 33.51 0.873
RCAN [41] 33.94 0.911
CSNLN [23] 36.10 0.927

RefSR PSNR SSIM
TTSR [35] 35.48 0.915
TTSR-`1 [35] 36.28 0.928
Ours 34.41 0.904
Ours-`1 36.98 0.933

Table 2. Quantitative comparison on the CameraFusion dataset.

Figure 4. User study results on CUFED5. The reported values
indicate the preference rate of our results against other approaches.

but differ in ISP and view-point. A compelling RefSR
approach is expected to show significant advantages over
SISR methods in the overlapped FoV area, while achieving
comparable or better performance otherwise.

4.2. Evaluation

4.2.1 Evaluation on CUFED5

Quantitative Comparison Table 1 shows quantitative
comparisons on CUFED5 in terms of PSNR and SSIM. It
has been verified that due to trade-off between perception
and distortion for super-resolution [33], visually-better re-
sults may suffer performance drop of PSNR. Therefore, we
follow the setting in previous work [43, 35] to re-train our
model with `1 loss only for fair comparison.

Qualitative Comparison As shown in Fig. 5, our
method shows better visual quality on faces, text, objects
and textures. In the first example, human faces show with
different orientations in the ILR and IRef , while in the last
example, the cruise ship shows a larger size in IRef than
ILR as it is moving forward to the camera. Despite the mis-
alignment of orientations and scales, our model successfully
obtains high-fidelity results via robust feature warping and
fusion, while other methods either generate abrupt artifacts

2005



Input RCAN [41] RSRGAN [39] CSNLN [23]

Reference SRNTT [43] TTSR [35] Ours

Figure 5. Qualitative comparisons on CUFED5. Our method reconstructs sharper and more realistic details than existing approaches for
faces, texts, objects and textures. Zoom-in for details.

or produce blurry details. In other two examples, the scenes
are statistic but have different view-points in ILR and IRef ,
and we reconstruct recognizable texts and realistic textures.

User Study We conduct a user study on Amazon Me-
chanical Turk (AMT) to compare our approach with state-
of-the-art SISR [23] and RefSR [43, 35] methods. In spe-
cific, we provide participants with two images (ours and
baselines) each time and ask them to select a more realistic
one. We totally collect 1,920 valid votes from 16 partici-
pants. As shown in Fig. 4, we outperforms previous work
by a large margin.

4.2.2 Evaluation on CameraFusion

To evaluate our method on dual-camera super-resolution,
we re-train our model and baselines on the CameraFusion
dataset. We select TTSR, CSNLN, RSRGAN and RCAN
for comparison considering their outstanding performance

on CUFED5. Specifically, we downsample 4K wide-angle
and telephoto pairs to 2K-resolution for training and metrics
calculation in Table 2, by regarding 4K wide-angle images
as ground truth. We also observe that our performance gap
between the overlapped FoV (37.28 / 0.942) and other re-
gions (36.94 / 0.931) is small. This implies our approach is
robust to reference image with different similarity levels.

For qualitative comparison, we fine-tune the trained
models with full-resolution inputs, as mentioned in Sec-
tion. 3.4. When inference, we can super-resolve the 4K-
resolution inputs to obtain 8K results. As in Fig. 6,
our approach correctly transfers correlated patterns to re-
construct higher-fidelity outputs within overlapped FoV. It
also achieves comparable or better performance outside the
overlapped FoV where corresponding reference patches are
unavailable.
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Input (top) / Reference (bottom) Bicubic RCAN [41] RSRGAN [39] CSNLN [23] TTSR [35] Ours

Figure 6. Qualitative comparisons on the CameraFusion dataset. The green box indicates the overlapped FoV area between Input and Ref.
Our method reconstructs sharper and more realistic details than previous approaches. Zoom-in for details.

4.3. Ablation Study

4.3.1 Effect of reference similarity-levels

To analyze how the performance of our method is related to
the reference images, we conduct experiments on reference
images with different similarity levels in CUFED5 [43]. In
Table 3, L1 provides the most similar reference images,
while L4 is the least relevant level. Our model suffers lit-
tle degradation when the similarity level decreases, which
means that our method can robustly reconstruct images with
reference images of different similarity levels.

4.3.2 Effect of Aligned Attention

To further demonstrate how the aligned attention facilitates
the feature warping, we directly apply the feature-space in-

Similarity level L1 L2 L3 L4
CrossNet [45] 25.48 / .764 25.48 / .764 25.47 /. 763 25.46 / .763

SRNTT-`2 [43] 26.15 / .781 26.04 / .776 25.98 / .775 25.95 / .774
SSEN [28] 26.78 / .791 26.52 / .783 26.48 / .782 26.42 / .781

TTSR-`1 [35] 26.99 / .800 26.74 / .791 26.64 / .788 26.58 / .787
Ours-`1 27.30 / .807 26.92 / .795 26.80 / .791 26.70 / .788

Table 3. Ablation result on the similarity level of reference im-
ages. CUFED5 provides four reference images for each LR image
ranked by the similarity level, where L1 is the most relevant one.

dex maps learned with and without the aligned attention to
warp the original reference image. Note that since the in-
dex maps are originally learned to warp feature maps (in-
stead of the images), the warped images are not the SR
outputs and only used for visualization. We also visualize
the warped reference image by flow-based method [45] and
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Feature Fusion Method PSNR SSIM
Element-wise Summation 26.85 0.794
Soft Fusion [35] 27.12 0.803
Adaptive Fusion 27.30 0.807

Table 4. Ablation study on different feature fusion methods on
CUFED5.

LR (a) Patch Match (b) Flow Alignment

Reference (c) Ours (w/o alignment) (d) Ours

Figure 7. Ablation study on the aligned attention. The building
presents different size and viewpoint in input and reference image,
and we warp the reference by different methods.

Ground Truth (a) LR (b) Soft Fusion

Reference (c) Adaptive Fusion (d) Adaptive Fusion
(feature only) (feature + residual)

Figure 8. Ablation study on the adaptive fusion. As shown in (c),
with adaptive fusion only in the feature space, high-frequency de-
tails are not be fully transferred.

Patch Match [2] for comparison. As shown in Fig. 7, flow-
based alignment leads to distorted structures, while Patch
Match lacks high-quality details. In contrast, our model can
alleviate the spatial misalignment.

4.3.3 Effect of Adaptive Fusion

Table 4 provides ablation results on the adaptive fusion. We
apply element-wise summation (add F ref

aligned to FSR with-
out confidence guidance), soft fusion [35] (fuse F ref

aligned

and FSR with original confidence map) and adaptive fusion
(fuse F ref

aligned and FSR with learnable confidence map),
respectively. With the adaptive fusion, we observe perfor-
mance gain of 0.18 dB over the soft fusion, which implies
the benefit from a learnable confidence map. As shown
in Fig. 8, by further applying adaptive fusion for high-
frequency residuals as Eq. 4, the model can generate sharper
structures and more realistic textures.

Ground Truth TTSR Ours w/o Ours with
fidelity loss fidelity loss

Figure 9. Ablation experiment on the fidelity loss. With the fidelity
loss, we can obtain higher-fidelity reconstruction results.

Input Ours (w/o SRA) Ours (w/ SRA)

Figure 10. Ablation study on SRA on CameraFusion dataset.
Zoom-in for details.

4.3.4 Effect of Fidelity Loss

The fidelity loss is imposed to enforce the output SR im-
age to possess high-quality details as reference images. The
key idea is to adaptively maximize the similarity between
Ref and SR according to the matching confidence. Fig. 9
shows that without this loss, the network fails to accurately
utilize reference cues for high-fidelity generation, since LR
features dominates the reconstruction process.

4.3.5 Effect of Self-supervised Real-image Adaption

As shwon in Fig. 10, without the proposed self-supervised
real-image adaption, the super-resolution results on real-
world camera photos are blurry.

5. Conclusion
In this paper, we study the reference-based super-

resolution with the focus on real-world dual-camera zoom.
To alleviate the spatial misalignment between input and
reference images, we propose an aligned attention module
for more robust feature warping. To advance our method
to dual-camera super-resolution for real-world smartphone
images, we design a self-supervised domain adaptation
scheme to generalize trained models to real-world inputs.
Extensive experiments show that our method achieves com-
pelling performance.
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